Sandard on Automated
Valuation Models (AVM s)

Approved September, 2003

International Association of Assessing Officers

The assessment standards set forth herein represent a consensusin the ng profession and have been adopted
by the Executive Board of the International Association of Assessing Officers. The abjective of these standardsisto
provide asystematic means by which concerned assessing officers can improve and standardize the operation of their
offices. The standards presented here are advisory in nature and the use of, or compliance with, such standards is
purely voluntary. If any portion of these standards is found to be in conflict with the Uniform Standards of
Professional Appraisal Practice (USPAP) or state laws, USPAP and state laws shall govern.



Acknowledgments

The AVM Standard was reviewed and completed through the dedicated efforts of an Ad Hoc committee
comprising Alan S. Dornfest, AAS, Chair, Larry J. Clark, CAE, Robert J. Gloudemans, Michael W. Ireland,
CAE, Patrick M. O’Connor, and William M. Wadsworth. The Committee worked closely with Nancy C.
Tomberlin, who was chair of the Technical Standards Committee at that time.

Special thanks and appreciation also go to the many individuals who served as reviewers for this standard:

Richard Almy Mark R. Linne, CAE
Richard A. Borst Wayne D. Llewellyn, CAE
Man Cho lan W. McClung

John S. Cirincione John F. Ryan, CAE
Robert C. Denne Ronald J. Schultz
Brian G. Guerin Russ Thimgan

M. Steven Kane James F. Todora, CAE
Josephine Lim Robert Walker
Published by

International Association of Assessing Officers

130 East Randolph

Suite 850

Chicago, IL 60601-6217
312/819-6100

Fax: 312/819-6149
http://www.iaao.org

ISBN 0-88329-180-0
Copyright © 2003 by the International Association of Assessing Officers
All rightsreserved.

No part of this publication may be reproduced in any form, in an electronic retrieval system or otherwise, without the prior written
permission of thepublisher. However, assessorswishing to usethis standard for educating | egislators and policymakers may photocopy
it for limited distribution.

Printed in the United States of America.



Contents

TS o o1 SRS 5
b2 g1 oo [UTox A oo U SR 5
2.1. Definition and PUrposeof @NAVIM ..o st sne e neeeenens 5
B2 B 0 T T o) o T 5
N A U o0 SRR 5

A CT Y o] o] ITor= o111 YU SRS 5
2.1.4Digtinction from Traditional Valuation Applications ..........ccocevererenereneiieieeieenene 5
2.2PUrpoSeand USEOF AVIMS ...ttt ettt e se et ene 6
N N 1= g1 - OSSR 6
2.2.2Analysisof IMpaired PropertieS .....c.ccoverereeeeeeeeeeesese e s eneenens 6

2.3 Sepsin AVM Development and APPIICALION ......evevveriereerierieeeese e see e eeneas 6
2.3 1Property ldentifiCation ..........cocooiee e 6

2.3 2 ASSUMIPLIONS ...ttt ettt sttt b e ebe bt e hesbesbese et et e se e e eneeneeneaneas 6
2.3.3DataM anagement and QUality ANAIYSIS ....ccccovririeririnere e e 6
RS N\Y Koo [= IS 0= o ) 1o To o[RS 7
2.35MOdE CaliDIraliON ...c.coveuieeeiieiisiee bbb 7
2.3.6 Mode Testingand QUality ASSUF@NCE ......ccueeeeeereeeeeseseeresressesreseeseeseesseseeseenees 7
2.3.7Modd Application and VAlUEREVIEW ..........ccccoriiieiiinereene et 7
RS RS RS (=] o= 14 o o USRS 7
2.3.9VaAlUBDEFBNSE ...t bbb e 8

3. Specification Of AVIM MOOEIS........couoiiiiii ettt s e 8
3.1 Data QUAlITY ASSUI BINCE .....cueeueeueeieeierieete ettt st see e e e e e e e e s se st ebesbesbesbesbeseensenseneeneeneas 8
3.2 Model Specification MEINOUS .........coviiiiiieiiree et 9
T2 ©0'S /AN o] o o= o o 1SS 9
3.2.2 SalesCompariSON APPIrOACH .....ccveeieiereeiesie et st s e e e e eneenens 9
3.2.2.1ComparableSalesSMethod ..........ccooveieieieecs e 9
3.2.2.2Direct Market MEthod .........cccccviieiiieinieiieiseesee e 9

CHZCT Fale:lt g 1= YN o o] e o o IR U U PRUPT 10

e IS 1 = 1] o= 1 o o SRR 10
I3 o o= (o ISP SRPRSRTPIN 10
4. Calibration TECNIGUES .......coiiuiitirie ittt sttt et se et e e e se e sbesbesaeseenas 11
4.1 Calibration UsingMultipleRegresson AnalySiS(MRA) .....cocviiiiiiiinene e 11
4.1.1 MRAASSUMPLIONS ..oveiviieiieieiiesieseeseeseeseeeeseesesessesre e ssessestessessesessessessssssssensesens 11
4.1.2 Diagnostic M easur esof GOOdNESS-Of-Fit ........coeoveieeirieresire e 12
4.1.3MRA Software, Optionsand TEChNIQUES .......ccoveeeeeereresesesieseeseseeseesseeeseeeenens 12
ALAMBRA SITENGLNS .ottt se e 12

A LS5 MRAWEBKNESSES.......cocvviuiiiiiiiiiieiesiete ettt ettt sesbe et e ns 12

4.2 CalibratingUsingAdaptiveEstimation Procedure(AEP) ..o 12
A2 1AEPMOUE SITUCLUIE ..ot 13
4.2.2Variable Control INAEP ..ot 13
4.2.3Resultsand GoodNess-Of-Fit MEASUI €S ........covuirieirieirieereese s 13
A2 AAEPAAVANTAGES ... .ccveieeeeieiie ettt ettt sttt e e b e e e e e e e e e e e eneas 14

4.2 5AEPDISAVANTAGES ......eiveiveieiiesie ettt sttt e e e e e b saesbesaesnen 14
A.3Artificial NeUral NEIWOIKS......ccoiiiiiiere ettt s 14
4.3 1TheArtificial NEUION .....ccoiiiieiecses e 14
4.3.2 Srengthsof Neural NEWOIKS .....cc.ccvcieieieicise s 14
4.3.3Weakness of Neural NEIWOIKS.......ccoiiiireeseeesee s 14

A4 TIME SETESANAIYSIS. ..ttt ettt sb e be st see st e bese e e e ne e e e e eneas 15
4.5 TaxAssessed ValUEM OUE ... e 15
4.6 Calibration SUMIMAIY ......ccooiieiriieeiee e re st see st st seenee e e e e e eneas 16
5. RESIAENTIAI AVIMIS ..ottt sttt sttt se sttt ne et e es 16
5.1 Detached SINGIE-FAMIIY ....ocuoiuiieeee e e 16
5.1 1 COSE MOUEIS. ...eciiieiiiieiistciees sttt sttt sttt sttt s ete e eneseene e 16
5.1.2Comparable SAIESIM OUEIS.......cccveieececesere et 17
5.1.3DireCt Market MOGES ......c.ooueiiiiiiisienee e 17

5.2 Attached Residential Property (Condominiums, Townhouses, Zero-L ot-Lines) ........... 17
5.3 Two-toFour-Family Residential Property .......c.ccoooeoeeereienieneneseese e 18
5.4 ManufaCtur @0 HOUSING .....coveeeiieiiinene et s 18
5.5 TimeSeriesModelsfor Residential Property ..o 18

5.6 Summary and Conclusionsfor Using Residential AVMS.........ccoovevvieveneneneneeneeseenens 19



6. Commercial anNd INAUSIFIAI AVIMIS ......eeeeie ettt ettt e sbe s s e e st sssaesbe s saeesreesrenans 19

6.1 Commercial and Industrial Model SPeCifiCation .........ccocvcvrerierereerereereeeeese e 19
B.LLPTOPENTY USE ..ottt ettt bbb b e e e e e saeennesaeenbenaeen 19

LS 24 o o 11 o o TSSOSO 19
6.1.3 Physical Characteristicsand Site INflueNCES.........ccooeieieieiere e 20
6.1 4TNCOMEDBLA. ......ccvieeiireceireceriee e 20

6.2 Development Of thEIMOTEI(S) ...oveveeereereeieiee e e e e re e e e 20
6.2. 1 COSE MOUEIS.....cereiieieiceesr et 21
6.2.2 SalesCompariSON MOUELS ........coeiiiiiiiie e 21
6.2.31NCOMEMOUELS ...t b bbb e 21
6.2.3.1MOdeling GroSSINCOME. ...ttt 21
6.2.3.2Vacancy and ColleCtion LOSSES ........ccvvvvrererienienenieneeeeeeesessessesneseesee s 21
6.2.3.3MOJElING EXPENSES ...ttt e et sne e e 21
6.2.3.4Direct CapitaliZation .........cccccerereeeeirise e e 21
6.2.3.5GrossINCOMEM UILIPIIEr ... 22

B.2.3.6 PrOPEITY TAXES ..c.eeieieeeee ettt s sb e s e sb e e e e e seeenne 22

6.3 QUAITTY ASSUINBNCE ...veee ittt sttt sttt ettt be b et s ae st e b se et e e see e e e e e e e enesbesneaneas 22
T LANAMOAES ...ttt et e et e e e et e st e b e et e reebenbesaeebeneas 22
7.1 Land Valuation M odel SPeCIfiCalioN .........coeoereririiesese e 22
T L LPTOPENTY USE ..ttt e ettt s b e e se e sae e e saeenesaeenbenaeens 22
702 0CBLI0N ...ttt 22
7.1.3Physical Characteristicsand Site INflUENCES.......ccceveveveeieiceeecc e 23

7.2 Land DataCollECION .......covvreerereiiiecire e s 23
7.3 Development Of tNEIMOTEI(S) .....veveeeeeeeeeere et 23
7.3.1Land Valuation Modeling by SalesComparison ..........ccoccoeeeeeeeieneniene s 23
7.3.2Land Valuation Modeing by INCOME ........cciiiiiiiieree e 24

8. Automated Valuation M odel Testingand QuUality ASSUF aNCE ........ccceerererenienieneneeneeieseeeeneas 24
8.1 Data QUAlITY ASSUINGNCE .....cueeueeieieeieriesie sttt e et se b b ettt see e e b e e e e e e eneeneens 24
8.2Data REPI ESENTALIVENESS ...ttt ettt ae bbb sbe e 24
LR Koo (= D =T 0 1S o or SN 24
8.4 SAlESRALIOANGIYSIS ...veve ettt nrenrenrennen 25
8.4.1Measuresof APPraiSal LEVE ......ccccovivireeeceeee et 25
8.4.2Measuresof Variability ......ccooeiie e 25
8.4.2.1 Coefficient Of DISPEr SION ......ceeeeieieeierieee et 25

8.4.2.2 Coefficient Of Variation .........cccceoeeiiireiinese e e 25
8.4.3Measur eSOf REIADIITY .....cveveieieieeceee e 25
8.4.4VErtiCal INEQUITIES ...oueeueeeeceieeseeeste et r e srenaesnennens 27
8.4.5Guidelinesfor Evaluation of QUAlILY .......cccceeveereeieeienisese e 27
8.4.6 Importanceof SAMPIESIZE .......ociiiiiieeie e 27

8.5 Property [dentifiCation .........cocoiiieieiiee e e 28
L S O 10 1 1= RS SRPRRR PR 29
A oo (o TU S 3T o] =SS 29
8.8ValUERECONCHTBLION ... s 29
B.9APPraiSer ASSILEA AVIMS ...viieseieesiceee ettt s s se e enesrennennens 30
B.L1OFrequENCy OF UPABLES .......cceiuiiiiieie ettt et 30
Q. AVIM REDOITS ....eeveeeiesteeiesteete st eseeseeseesseeseeaseestesseesseestesseensasseeneeaseenseaseenseanesseeeneessennsessennsessanns 30
LS Y 010l =0T £ 30
9.1.1 DOCUMENEALION REPOIT ...ttt sb e be e 30

0. 1.2 ReStriCted USEREDOIT ...ttt 30
9.1.3CAMA O AAAVM REDOIT ..ottt bbb 30

Q. 2USESOf AVIM ..ttt 31
9.2 1Re8l EStAEL ENUEN'S ..ot 31
9.2.2Real EStateProfeSsioNal ........ccovvveeieirinierciinsreeese e 31

0. 2.3 GOVENMMIMIENT ...ttt ettt ettt e b e e b e s be e et e aeesaeeaeesreeneesbeeneesreans 31
9.2.4GENEN Al PUDIIC ...t e 31
L0155 Y 31
REFEIBNCES ...ttt R s 35



Sandard on Automated Valuation M odels (AVM s)

1. SCOPE

This standard is intended to provide guidance for both
public sector CAMA and private sector AVM systems.
Thisstandard providesrecommendationsand guidelines
on the design, preparation, interpretation, and use of
automated val uation models(AV Ms) for theappraisal of
property. The standard presents market analysis based
appraisal applications and aspects of such models. The
principles addressed in this standard are considered
applicable to all appraisals of rea property, which are
designed to estimate market value.

The standard does not address appraisal of personal
property, such as machinery and equipment, and AVMs
are not considered applicable for appraisal of highly
specialized or unique property.

Aspresented in thisstandard, the development of an AVM
conforms to USPAP Standard 6 (Appraisal Foundation
2003, 46-56). The appraiser usng AVM output should
follow USPAP standards that relate to their assignment.

2. INTRODUCTION
2.1 Definition and Purposeof an AVM

2.1.1 Definition

An automated valuation model (AVM) is a mathemati-
cally based computer software program that produces
an estimate of market value based on market analysis of
|ocation, market conditions, and real estate characteris-
ticsfrominformation that waspreviously and separately
collected. The distinguishing feature of an AVM isthat
it is an estimate of market value produced through
mathematical modeling. Credibility of an AV M isdepen-
dent on the data used and the skills of the modeler
producing the AVM.

2.1.2 Purpose

Thepurposeof anAV M istoprovideacredible, reliable,
and cost-effective estimate of market value as of agiven
pointintime. Market valueisthe most probableprice(in
terms of money) that a property should bring in a
competitive and open market under the conditions reg-
uisite to a fair sale—the buyer and seller each acting
prudently and knowledgeably, and assuming the priceis
not affected by undue stimulus. AVM values reviewed
for reliability, and generated in compliancewith USPAP
Standard 6 are considered appraisals.

AVMs are developed and used by both the public and
private sector. Assessment officials use AVMs to pro-
duce estimates of value as of a common date for
purposes of property assessment and taxation. Private
sector appraisersand their clientsuse AVMsto estimate
thevalue of asubject property at agivenpointintimefor
awide variety of purposes.

2.1.3 Applicability

AV Ms are applicable to any type of property for which
adequate market information and property data are
availableintherelevant market area. Therelevant market
area is the area that would be considered by potential
purchasers. For residential properties, thisistypically all
or a portion of a metropolitan area, one or more towns
inageographicarea, or agivenrural or recreational area.
The market area for larger multi-family, commercial,
andindustrial propertiescan beregional or even national
inscope, depending ontherelevant investorsand market
participants.

The development of an AVM is an exercise in the
application of mass appraisal principles and techniques,
in which data are analyzed for a sample of propertiesto
develop amodel that can be applied to similar properties
of the sametypein the same market area. These may be
either individual properties of interest or all properties
that meet the requirements of the model.

Althoughthesameunderlying principlesareapplicabletodll
AV Ms, the specificformulation and calibration techniques
will vary with the purpose of the AVM, type of property,
available data, and experience and preferences of the
market analyst. Sections 3 and 4 discuss the genera
principlesof model specification and calibration. Section5
addresses residential AVMs. Section 6 focuses on com-
mercial and industrial AVMs and section 7 focuses on
AVMs developed for vacant or improved land.

2.1.4 Digtinctionfrom Traditional Valuation
Applications

Although AVM development requiresskilled analysisand
atention to quality assurance, AVMsare characterized by
the use and application of statistical and mathematical
techniques. This distinguishes them from traditional ap-
praisal methods in which an appraiser physicaly inspects
properties and relies more on experience and judgment to
analyzereal estate dataand devel op an estimate of market
value. Provided that the analysis is sound and consistent
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withaccepted appraisal theory, anadvantagetoAVMsisthe
objectivity and efficiency of the resulting val ue estimates.
Of course, sound judgment isrequired in model develop-
ment and an appraiser should review the values produced
by the model.

2.2 Purposeand Useof AVMs

2.2.1 General

AV Msare used to provide estimates of market valuefor
a variety of public and private sector purposes. AVM
estimates reflect a given time period and should be
calibrated to produce market values as of aspecific date.
Although past market trends can be projected over a
short time horizon, the credibility of appraisal estimates
increasingly suffers as the projection is lengthened.

AV Ms have the advantage of objectivity and consis-
tency, reduced cost, and faster delivery time. It is
important, however, that the AVM follow sound
statistical and mathematical modeling practices and
be tested for accuracy and uniformity before applica-
tion. Section 8 discusses the important area of model
testing and quality assurance and section 9 focuses on
reporting of results.

2.2.2 Analysisof Impaired Properties
Properties subject to significant defects or that are
affected by atypical circumstances impairing market
value, including superadequacy or functional obsoles-
cence, cannot be accurately modeled withan AVM. An
appraiser may chooseto apply the AVM to the property,
but the defect or unique circumstance should be noted
and a specia adjustment made to compensate for the
defect or specia circumstance.

2.3 Stepsin AVM Development and
Application

The remaining portion of this section outlines the steps

to take in development of an AVM. The following

sectionsof thisstandard provideclarification and details

concerning these stepsand their application to particular

property types.

2.3.1 Propertyldentification

The first step in any appraisal problem is to identify
the property to be appraised. In developed econo-
mies, identification is normally straightforward, as
maps, ownership records, property addresses, and
legal descriptions will identify the property and
owner. The appraisal assignment will usually require
identifying physical characteristics and property
rights to be valued as of the appraisal date. When
applying an AVM to a particular property, improve-
ments and renovations made before this date should
be included in the appraisal; those made subsequent
to the appraisal date should not.

The bundle of rights to be appraised generally in-
cludes the fee simple interest or full bundle of rights
inherent in ownership of property. Nevertheless, the
market analyst should make clear what rights are
assumed and any limitationsto full use or restrictions
to transfer of the property.

2.3.2 Assumptions

The AVM supporting documentation should state all
assumptions, specia limiting conditions, extraordinary
assumptions, and hypothetical conditions. A key as-
sumption in many AVM applications concerns the
assumed use of the property. Most real estate databases
contain the actual use of property as of the inspection
date. In some property tax systems, current use is
stipulated as the basis for valuation. However, compa:
rable market salesreflect the concept of highest and best
(most probable) use. Market analysts and users of
AVMs need to be aware of these subtleties.

Another key assumption rel atesto whether or not thefee
simple bundle of rights is being appraised. This is
generally the case for residentia properties, but many
commercial appraisals are made to estimate only the
leased fee or leasehold interest when thereisan existing
lease (or leases) on the property.

Government appraisal agenciesareresponsiblefor collect-
ingand maintai ning property databases, althoughthey often
contract with private vendors for this purpose. Commer-
cid AVM providers generally use data maintained by a
government agency or third party service. Inall cases, itis
imperativethat AVM market analyststest thereliability of
the data and clearly state assumptions concerning its
accuracy. |f dataimportant to value estimation aremissing
or the statistical process has shown the datato beinconsis-
tent or unreliable, the AVM provider hasaresponsibility to
not provide a potentialy misleading value estimate to the
intended user.

2.3.3 DataM anagement and Quality Analysis
Thereliability of any appraisal dependson accuratedata.
Appraisal datafall intotwo general categories. property
data and market data. Property data relate to location,
land characteristics, and building features. Market data
include sales, income, and cost information. Asking
prices and independent appraisals can sometimes be
used to supplement sparse sales data.

Computerized statistical tools used to develop AVMs
afford the opportunity to screen datafor missing or out-
of-range occurrences and inconsistencies; examples
include homes with more than two fireplaces or a bi-
level home with no listed lower level living area.

Geographic information systems (GIS) can also helpin
datareviews. GIS softwareis used to maintain comput-
erized maps and provide geographic representations of
property attributes and features. It can be used to
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highlight propertieswithimpossible, unlikely, or incon-
sistent data. For example, properties coded as being
waterfront can be color-coded, displayed on amap, and
reviewed for accuracy.

Only valid, open market sale and income data should be
used in model development. (As mentioned, asking
pricesand independent apprai sal scan sometimesal so be
used to bolster sample sizes.)

Sincethereliability of an AVM isdependent on the data
from which it is generated, the integrity of the database
should be monitored on a systematic and ongoing basis.

2.3.4 Model Specification

M odel specificationistheimportant processof determining
the format (model structure) of the AVM. The market
analyst must determine the type of model to be employed
and specify the variables to be used in the model.

AVMs that employ property features, often character-
ized as" hedonic” models, canbecategorized asadditive,
multiplicative, or hybrid models (see Section 3 on
Specification of AVM Models). Market analysts must
also determine the variables to be included in hedonic
AVMs. These can represent property characteristics
(e.g., square feet of living area and building age),
location information, demographic data (e.g., income
levels or school quality), or variables derived from
property characteristics (e.g., the square root of ot size
or livingareamultiplied by aquality index). Theobjective
isalwaystoinclude property featuresimportant in value
determination and to capture actual market relation-
ships. Skilled analysisisrequired to adequately specify
an effective model structure.

Some models that are referred to as AVMs have only a
time component; in other words, they merely track
changes in property values over time. Where property
characteristicinformationisunavailableor limited, these
models can be used to trend a previous sale or value
estimate to the target appraisal date.

2.3.5 Model Calibration
Calibrationistheprocessof determining the coefficientsin
an AVM aswell aswhich variables should be retained or
deleted due to statistical insignificance. Severd statistical
tools can be used to calibrate AVM models (see Section 4
on Cdlibration Techniques). Proper use of these tools
requires experience and training in statistical analysis and
the software employed.

2.3.6 Model Testingand Quality Assurance

An AVM must be tested to ensure that it meets required
accuracy standards before being deployed. Thisisaccom-
plished through statistical diagnostics and aratio study in
which vaue estimates (e.g., estimated sale price or esti-
mated rent) are compared to actual vaues (e.g., sdeprice
or reported rent) for the same properties. GIS can be used

to display color-coded ratios on mapsand hel p spot groups
of under- or over-valued properties. For moreinformation,
see Section 8 on Automated Va uation Model Testing and
Quality Assurance. Beforeitisimplemented, theAVM also
should be tested on a holdout sample, which is a set of
properties and their selling pricesthat were not used in the
calibration process.

Properties with unusualy large errors, termed “outliers,”
should bereviewed. Itislikely that the sale price (or other
value serving asthe dependent variablein themodel) isnot
representative, the dataare partially incorrect, or the prop-
erty exhibits atypical features that cannot be adequately
accounted for in the model. Except where the data can be
corrected, the property should be removed from the
sample, and it and similar properties with similar features
should not be valued by the AVM alone.

2.3.7 Model Applicationand ValueReview
Once tested and validated, the AVM can be applied to
estimate the value of other properties of the same type
in the area or region where the model applies. These
values should be reviewed for reasonableness and con-
sistency with recent sales, either of the subject property
itself or of similar propertiesin the same neighborhood
or surrounding area, or where sales are not available,
recent asking prices.

It is also good practice to systematically review the
generated values for reasonableness and consistency
with nearby properties in the same neighborhood. This
affords the opportunity to ensure that the data are
accurate, and to make individual adjustmentsto proper-
ties with unique features or that are subject to specia
influences, such as being located at a busy intersection
or having a premium or obstructed view.

2.3.8 Stratification

Stratification is the process of grouping properties for
modeling and analysis. Stratification begins with prop-
erty type. Properties are delineated into generic use
categories such as: single-family residential, condo-
minium (if applicable), multi-family, commercial, and
industrial. The number of property typeswill depend on
the size and diversity of the geographic area being
analyzed and the number of sales available within the
proposed strata.

Residential propertiesinurban areasaregenerally strati-
fied into “market areas.” Market areas are broad,
somewhat homogeneous geoeconomic areasthat appeal
to buyersin similar economic brackets. One AVM may
be developed for each market area, or aregional model
may be developed and individually calibrated for each
market area. Location within the market area can be
handled through neighborhood variables or other vari-
ables related to geographic location and desirability.
Alternatively, alocation valueresponse surfaceanalysis
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(LVRSA) may be used to measure and adjust for location
within the model formula (see Section 3.4 Location).

Commercia properties are usually modeled across a
wider geographicareathanresidential . For example, one
model may besufficient for al propertiesof agiventype
(e.g., office, retail, or warehouse) in an entire urban
county or metropolitan area.

2.3.9 Value Defense

Market analysts must be prepared to review and defend
values developed through AVMs. The review process
begins with checking the accuracy of the data. If no
problem isfound, the estimated value should be eval uated
for consistency with similar propertiesand with any recent
sales of the subject property or similar properties. Thefact
that a property sold for a price different from the AVM
estimate does not mean that the AVM estimate is wrong.
The sde date may differ significantly from the appraisa
date, and the property may have sold for arelatively low or
high price, dependingonthepeculiaritiesof thesituationand
motivations of the buyer and seller. If the estimated value
appears to be unreasonable or inconsistent with market
evidence, the AVM estimate is not reliable and should be
discarded or adjusted (thereason for thebreakdown should
beinvestigated and corrected). If the estimateis supported
by market evidence, then it should be defended.

The best support for an AVM value is recent sales of
comparable properties. Current listings can aso be used,
although they must be given less credence than consum-
mated sales. For income properties, it may be possible to
support a vaue estimate derived from one AVM (say, a
sales comparison model) with estimates derived from
alternative methods (e.g., an income model). The consis-
tency of the value estimate with others produced by the
AVM model, aswell asthe overal reliahility of the AVM
model as evidenced by aratio study of the holdout sample
or other statistical measurescan aso beeva uated and used
to defend the value.

AVM developers should prepare documentation that will
allow clients and other appraisers to understand in non-
technical termshow the model was devel oped and applied.

3. SPECIFICATIONOFAVM MODELS
The two major components of valuation are specification
and calibration. Model specification is the process of
developing the proposed model structure. Model calibra
tion relates to testing the specified mode structure using
data sets to generate the model variable coefficients.

In practice the specification and calibration are performed
in an iterative process which includes the following steps:

1. Specify amodel
2. Test the specification with calibration

3. Make adjustments to model specification
4. Test new specification with calibration

5. Continue to repeat the process until statis-
tically significant improvement isminimized

The AV M specificationand calibrationiterative process
makestheassumptionthat dataarecollected and verified
in a consistent and professional manner.

3.1 DataQuality Assurance

Themodel specification processbeginswith an evaluation
of thedataavail ability. Theavailability of datawill influence
thespecification of themodel and may indicatetheneed for
revisionsin the specification and/or limit the usefulness of
theresulting value estimates. Publicly available datafrom
government sources, such as government assessors, deed
recorders, registrars and census agencies, are the basisfor
most statistical models. Commercia sector information
services may be used to supplement that data. Because
more than one source will provide information toward the
AVM model process, the AVM market analyst must use
statistical dataanalysisto confirm the assumption that the
quality of the datawill provide reasonable support for the
modeling process.

AVM models are based on a sample of the universe of
data. The specification process must review the sample
dataused to devel op the model aswell asthe population
to which the model will be applied. The sample should
berepresentative of thepopulationinall key elementsof
value including the types of properties, market condi-
tions, value range, land and building sizes, and building
ages. Property types where market information is not
available, should be excluded from both the sample and
total population files asthe model specification will not
be representative of these properties.

Indicators of value may include sale prices, rents,
expenses, and capitalization rates. Limitations in the
integrity and avail ability of the dataareimportant deter-
minants of the model specification. Knowledge of key
property characteristics is crucial to model specifica-
tion. Models should not be specified without an
understanding of the datain the sample and population.

Datafield verification is common in public, but not in
commercial, AVM development. Commercial AVM
market analysts rely on the accuracy of the data pro-
vided to them. In cases where AVM data is not field
verified, dataquality can only be measured by itstypical
relationship to the value. When dataitems that apprais-
ers would consider highly correlated to value do not
prove to have such arelationship (correlation matrix or
regression T or F values), this could be an indication of
inconsistent data collection or scarcity of data. Datathat
are not consistently collected or that are mostly missing
from the population should not be used in the model
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specification or calibration phases, asit can beinsignifi-
cant and may produce misleading results.

Datamay bequalitativeor quantitative. Quantitativedata
isobjective and can be counted or measured. Qualitative
data is usualy descriptive, subjective, and subject to
judgmental decisions that require experience by the
person collecting the data.

3.2 Model Specification M ethods
AVM models are based upon one or more of the three
approachesto value (cost, sales comparison, and income).

3.2.1 Cost Approach
Model specification for the cost approach requires the
estimation of separate land and building values.

The cost approach formula converts to a model
specification:

MV =rGQ * [(1-BQ,) * RCN + LV]
* MV isthe market value estimate.

» 1GQ represents the general qualitative variables
such as location and time;

+ BQ, isabuildingquaitativevariable
representing depreciation;

* RCN is the replacement/reproduction cost new;

e LV istheland value; and

(Gloudemans 1999, 124.)

If a third party provides the cost tables, it is the
responsibility of theAVM market analyst tocalibratethe
cost tablesto thelocal market in order to provideavalid
indicator of value by the cost approach.

3.2.2 SalesComparison Approach

The sales comparison approach can involve either atwo-
step process, in which comparable sales areidentified and
adjusted to the subject property, or the specification and
calibration of adirect sales comparison model.

3.2.2.1 ComparableSalesMethod

In the two-step process (also referred to as the “ appraisal
emulation” method), one model is developed to identify
comparable salesand asecond model isdevel opedto make
adjustments for differences between the subject property
andtheidentified comparables. Thefirst mode will include
dataitemsimportant indetermining comparability and may
involve the calculation of adissimilarity measure, such as
the Minkowski or Euclidean metrics. A second model will
include data items significant in directly estimating value
from the market and is used to adjust the selected compa-
rable sdes to the subject. Model specification for the
comparable sales method can be summarized as follows:

MV =SP_+ADJ_
* MV represents the market value estimate;

* SP_represents the selling price of a comparable
sale property; and

» ADJ, represents adjustments to the comparable
sde.

(Gloudemans 1999, 124.)

3.2.2.2 Direct Market Method

The direct market method involves specification and
calibration of asingle model to predict valuedirectly.
The model may take one of three forms: additive (also
termed*linear”), multiplicative, or hybrid (alsotermed
“nonlinear’). Basically, inan additive model, the con-
tribution of each variable in the model is added
together. In amultiplicative model, the contributions
aremultiplied. Hybrid model s can accommodate both
additive and multiplicative components. The choice
of model specification usually depends on the prior
experience of the market analyst and the type of
property being appraised. Additive models are the
most prevalent of the three, based on tradition and
wide availability of software programs. Nonlinear
(hybrid) models are used the least due to limited
software availability, but these models more accu-
rately reflect the combination of additive and
multiplicative relationshipsin the real estate market.

Additive models have the form:

MV =B, + BX, + B*X,+ ..

MYV isthe dependent variable;
* B, isaconstant;

* X, represents the independent variablesin the
model; and

B, are corresponding rates or “ coefficients.”

In a direct sales comparison model, “MV” is
either sale price or sale price per unit. In an
income model, the dependent variable is income
or income per unit. Additive models are relatively
easy to calibrate and understand.

In a multiplicative model the contribution of the vari-
ablesis multiplied rather than added:

MV =B, * X BL* X B2x .

In this example each variable is raised to a correspond-
ing power. However, the process can also be reversed
asillustrated by thethird variablein the equation below:

MV =B,* X B * X,2% B¢ ..,
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Multiplicative models consist of a base rate (B) and
percentage adjustments. They have several advantages,
including the ability to capture curvilinear rel ationships
more effectively and the ability to make adjustments
proportionate to the value of the property being ap-
praised. Multiplicative models are usually calibrated
using linear regression packages. This requires some of
the variables to be converted to logarithmic format for
calibration, which can complicate model development
and application.

Hybrid (nonlinear) model sare acombination of additive
and multiplicative models. As such, they are theoreti-
cally the best alternative of the three, but software is
relatively limited.

A genera hybrid model specification that separates
valueinto building, land, and “other” components (e.g.,
outbuildings)is:

MV =nGQ * [ BQ *ZBA) +
L Q * ZLA) + XOA]
* MV isthe estimated market value;

» GQ isthe product of general qualitative
variables,

» 1BQ isthe product of building qualitative
variables,

» ¥BA isthe sum of building additive variables;

» L Q isthe product of land qualitative variables,
* 3LA isthe sum of land additive variables; and

» 3OA isthe sum of other additive variables.

(IAAO 1990, 351; Gloudemans 1999, 124.)

3.2.3 IncomeApproach

Income-producing real property is usually purchased for
theright to receive futureincome. The appraiser evaluates
thisincomefor quantity, quality, direction,anddurationand
then converts it by means of an appropriate capitalization
rate into an expression of present worth: market value. If
expense data are available, the stepsin this approach are:

1. Estimate gross income, expenses, and net
income from market data.

2. Select the appropriate capitalization method
(model specification).

3. Estimate acapitalization rate or income
multiplier (model calibration).

4. Compute value by capitalization.
(IAAO 2002.)

While there are many model specifications of the income
approach, thebasic overall direct capitalization formulais:
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MV =NOI/R

e MV isthe price examined in the calibration and
resulting estimate of market value;

¢ NOI isthe net operating income; and

e Ristheoverall capitalization rate.

Another income approach methodology uses gross
incomemultipliers (GIMs):

MV =Gl * GIM

e MV isthe price examined in the calibration and
resulting estimate of market value;

e Gl isthe gross annual income; and

e GIM isthe grossincome multiplier.

Gross rent multipliers are the same as gross income
multipliers but relate to monthly gross incomes.

3.3 Stratification

In gtratification, parcels are sorted into relatively homoge-
neous groups based on use, physical characteristics, or
location. Properties are first dratified by use such as
agricultural, apartments, commercial, industrial, and resi-
dential. Additional stratification by physical characteristics
or vaue ranges may be performed to minimize the differ-
enceswithin strataand maximizedifferencesamong strata.
Geographic stratificationisappropriate wherever thevalue
of various property attributes varies significantly among
areas and is particularly effective when housing types and
stylesarerdatively uniformwithinareas(IAA0 1990, 119).
L ocation stratification reduces the need for complex mod-
els. However, excessivedtratification may providetoolittle
variationinthedata.

When the market for agiven type of property isnational
in scope, it may be possible to create national valuation
model swithout stratification if location adjustmentsare
included as part of the model specification and calibra-
tion processes.

3.4 Location

Location is the numerical or other identification of a
point (or object) sufficiently precise so the point can be
situated. Location has a major influence upon property
value. Location analysis can be used to measure the
relative impact on value from the neighborhood level
down to the individual property level. Location influ-
ences within a given model area can be measured by
including location variables in the model, or can be
established through an analysis of the residual s (errors)
from a model developed without location factors.

Two specific methods to develop location adjustments
are the creation or use of existing neighborhoods and
LVRSA. Neighborhoods are the traditional and most
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common form of location analysis. In AVMs, neighbor-
hoods may be based upon streetsand natural boundaries,
government assessor-designated areas, census tracts,
or postal delivery codes. LVRSA techniques relate
relative prices as measured, for example, by theratio of
each sale price to the median price to each property’s
unique location, as represented by its geographical
coordinates. Softwarethat providetheability to perform
LVRSA use avariety of smoothing techniques to com-
pute a unique location adjustment, termed the relative
location value (RLV), for each property. At a more
sophisticated level, residuals from a first model devel-
oped without location variables can be plotted and
analyzed to create the RLV grid. This variable is then
included, alongwithother variables,inamultipleregres-
sion or other model to capture location influences.

4, CALIBRATIONTECHNIQUES

Modéel Calibrationisthedevel opment of theadjustmentsor
coefficients through market analysis of the variablesto be
used in an AVM. The definition of an AVM used in this
standard, emphasizes the use of satisticd models and
proceduresin the development of the AVM. The mgority
of AVMs in use rely dtrictly on statistical models as the
method of calibration, however USPAP Standard 6 (Ap-
praisal Foundation 2003, 46-56) provides recognition of
other acceptable methods.

Multiple linear regression and nonlinear regression are
clearly based in statistics, while adaptive estimation
procedure is based on a tracking method from the
engineering sciences. Neural networks emul ate some of
the observed properties of biological nervous systems
anddraw ontheanal ogiesof adaptivebiological learning.
Artificia neural networksare collections of mathemati-
cal models that can emulate some of the observed
properties found in the real estate market.

4.1 CalibrationUsingMultipleRegression
Analysis(MRA)

MRA isastatistically based analysis that evaluates the
linear relationship between adependent (response) vari-
able and several independent (predictor) variables, and
extracts parameter estimates for independent variables
used collectively to estimate value in a mathematical
model. Models produced using MRA come with arich
set of diagnostic statistics that provide evaluation tools
for the market analyst to compare results between and
among specified models. These goodness-of-fit statis-
tics provide information about each variable’'s
significance in predicting value, and how well the
variables in the model work together to produce credit-
able results overall. Users of AVMs should be familiar
with the key measures of goodness-of-fit, and review
them before accepting AVM results generated by the
MRA process.
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4.1.1 MRA Assumptions

The accuracy and credibility of an MRA model depend
onthe degreeto which certain assumptionsare met. The
most important assumptions are compl ete and accurate
data, linearity, additivity, normal distribution of errors,
constant variance of the errors, uncorrelated indepen-
dent variables, and sample representativeness.

Complete and accurate data is required if MRA is to
achieve predictive accuracy.

Linearity assumesthemarginal contributiontovalueby an
independent variableisconstant over theentirerangeof the
variable. When additive models are used, this assumption
may not be supported in the market place, requiring a
transformationof thevariable. Additivity continueswiththe
concept of marginal contribution in that any one indepen-
dent variable is unaffected by the other variables in the
model. In other words, linear additive models do not
possess the ability to measure nonlinear effects or interac-
tiveeffectsof market conditions, without transforming raw
variables. In such cases, onemust consider using nonlinear
or hybrid models.

Normal distribution of errors follows the assumption
that the data are normally distributed, and therefore,
any error in predictions is also normally distributed.
Without the assumption of the normally distributed
errors, the inferences for using the standard error of
estimate and coefficient of variation (COV) as a
measure for goodness of fit are meaningless. Con-
stant variance of the error term implies that the
residuals are uncorrelated with the dependent vari-
able, which is the sale price. In other words, as the
price level changes, the error term remains constant
or homoscedastic; when unequal variances occur at
different price ranges, it is heteroscedastic.

A term known as multicollinearity describes the
condition where independent variables are correl ated
(measure the same thing) with each other. Depending
on the method used, regression may reject one vari-
able as insignificant or exaggerate coefficients for
both variables, if multicollinearity isintroduced into
the model. A correlation matrix is a good tool when
testing for multicollinearity.

It is assumed the sold properties data from which
models are constructed are representative of the prop-
ertiesto which they are applied. It isimportant that both
low and high value properties be represented in the
model. Datashould a so bedividedintotraining samples
used to devel op themodel, and hol dout samples (control
samples) used to test model results.

Because of its robust character, minor violation of this
assumption will not dramatically impact results. Poor
data quality or samples not representative of the popu-
lation will produce poor performing models.
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The market analyst must be able to present the MRA
results in an understandable and defensible format that
appraisers and AVM clients can easily understand.

To avoid seriously violating assumption of linearity,
additivity, and constant variance of the error term, the
market analyst must consider the use of transforming
variables or other calibration methods described in the
standard. A multiplicative, nonlinear, or hybrid model
structure is best for measuring interactive effects.

4.1.2 Diagnostic M easur es of
Goodness-of-Fit

Both the market analyst using regression and the user
of AVM output must be aware of and understand how
thevariouskey statistical measuresused inregression
relate to thereliability of results. These statistics fall
into two categories. overall measures that aid in the
interpretation of model performance and individual
variable measures that assist in the understanding of
how well anindividual variableperformsin helpingto
estimate value, as well as keeping the standard error
term to a minimum. Primary measures of goodness-
of-fit for overall model performance are the
coefficient of determination (R?), standard error of
the estimate (SEE), COV, and average percent error.

Goodness-of -fit measures for individual variablesin a
model are produced by most MRA software packages
and include the coefficient of correlation (R), T-statis-
tic, F-statistic, and beta coefficients. Each of these
measures will provide information about an individual
variable slinearity orimportanceof contributiontoward
improving predictive success, and relative importance,
as variables are compared to each other.

(D’ Agostino and Stephens 1986.)

When all the measures are used collectively, along with
an understanding of data quality issues, those skilled in
developing and using MRA can fully evaluate the cred-
ibility of theAVM estimates. Appraisersaskedtoreview
AVM results must understand the rol e that goodness-of-
fitstatisticsplay inevaluating AV M results. Theapplication
of AVM results to a single property may be better
evaluated using historical market comparisons selected
from asubset of data. Appraisers askedto review AVM
results should review the Appraisal Standards Board's
USPAP Standard and AO-18.

(Appraisal Foundation 2003, 46-56, 180-187; IAAO
1990; D’ Agostino and Stephens 1986.)

4.1.3 MRA Softwar e, Optionsand Techniques

MRA is the most widely used method for calibrating
models. Assuch, theavail ability of MRA softwareprovides
users many choices. No one software package is deemed
superior toanother, assuccessusing MRA isacombination
of modeling skillsand software familiarity. Variationsof a
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selected M RA techniquecanbeadecisivefactorinselecting
an MRA and statistical application package. Many MRA
techniques have been adopted over the years to help
regression take better advantage of its predictive powers.
Stepwise, constrained, robust, ridge regression, and others
are acceptable techniques used to improve predictive
success. Many of the statistical software packagesinclude
variable selection routines that aid the market analyst in
selection of significant variables.

4.1.4 MRA Strengths

1. Goodness-of-fit statistics—gives credence to
the validity of results.

2. Softwareavailability—many regression
software products are available.

3. Widely-accepted calibration method.

Broad education network—MRA istaught at
most colleges and universities around the
world.

5. Crediblevalues—inthe hands of askilled
market analyst, MRA is proven to produce
results that meet the test of model performance.

415 MRA Weaknesses

1. Requiresahigh level of statistical
knowledge—market analysts must possess
significant background in data analysis and
statistical methods.

Predictive accuracy is restrained by assumptions.

3. Requires data sets that meet the test of
sample size.

Interactive and nonlinear market trends are
difficult to measure without transforming data.

4.2 CalibratingUsingAdaptiveEstimation
Procedure(AEP)

AdaptiveEstimation Procedure (AEP) isacalibrationtech-
niquethat wasadaptedtoreal estateva ueintheearly 1980s.
Also known as feedback, AEP is based on an engineering
concept that relies on continual adjustment to coefficients
as the calibration engine passes, or tracks, back and forth
through the data until convergence, (minimum error is
achieved) thus the feedback. For property vauation, the
algorithm tracks the sdle price as a moving target. It
compares property characteristics as variables that mea-
surethechangeinsaleprice, and calibratesacoefficient for
each variable. The coefficients are used to estimate value
that isthen compared to sale price. A running taly iskept
ontheerror term asthe process continues. Figure 1 depicts
the feedback loop.

AEP will make multiple passes through the sales file
constantly adjusting coefficients before afinal solution
is reached. Success using AEP is dependent upon the
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market analyst’ sability to properly specify amodel with
characteristics that measure and evaluate local market
conditions. Market analysts using AEP have consider-
ablecontrol over thevariablesused inthemodel and the
coefficient amounts. AEP uses whatever variables are
introduced into the model. No variable is excluded
because of insignificance. As part of the specification
phase, the model can be pre-calibrated with starting,
minimum, and maximum coefficientsin order to help it
converge sooner, and to help ensure that rational coef-
ficientswill be produced. Setting the starting, minimum,
and maximum coefficientsis analogous to constraining
coefficients used in constrained regression.

4.2.1 AEPMode Structure

A hybridmodel structurehastheability todirectly deal with
interactive and nonlinear effectsfound inthe market place.
Thestructureclosely resemblesacost model; however, the
calibrationsgiveit thebenefit of adirect market model. The
flexibility of the hybrid model built into AEP alows the
qualitative variablesto be calibrated in two different ways:
as multiplicatives, that is XiB! (rates), or binaries B1X.
Deployment of afeedback model inan AVM format dlows
for flexibility without the added compl exity of transforma-
tions found with additive models.

4.2.2 VariableControlin AEP

Calibration of individua variablesin AEP differs signifi-
cantly from thefitting of astraight lineor curveinlinear or
nonlinear regression. Controlling for extremesin the coef-
ficient amountsisaconcern when using feedback. Theuse
of smoothing and damping factorswill help provide model
stability during the calibration phase. Smoothingisapplied

to only the quantitative variables. Using an agorithm,
smoothing keeps track of each variable's exponentialy
smoothed mean (moving average) asaway of learning until
afinal solution is reached. Smoothing factors are used in
conjunction with damping factors. The market anayst
providesthesettingsfor thesmoothingfactor. Additionaly,
damping factors control the amount of movement each
coefficient (quantitative and qudlitative) will have as each
new case is introduced into the mode while calibrating.
Some feedback systemswill dynamically adjust damping
and smoothing for optimized results. Locking or constrain-
ing coefficient movement, forces residuas onto another
variable. With so much control over the model, even
similarly specified models may produce different fina
answers.

4.2.3 Resultsand Goodness-of-Fit
M easur es

Fina resultsusing AEP are measured first by the compari-
son of how close the estimated price comes to the actua
price. Another measure, the reasonableness of coefficient
amounts, isbased onthe skill and knowledge of theanalyst
inpre-definingthemodel prior to calibration. AEPdoesnot
careif amodel uses squarefoot of living areaat aprice or
thewindow count at aprice. If either can logically predict
accurate value estimates, AEP will generate a coefficient
that producesthe lowest error term. Feedback understands
that grouped patterns of property characteristics are the
determinants of price and theindividual characteristicsdo
not necessarily produce marginal contributionsto price.

The AEP is not reliant on statistical measures of the
model, or variable significance. Convergence occurs

FIGURE 1.
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when the average absol ute error does not change appre-
ciably from one iteration to another. Some software
allowsother criteriato be set by theuser (e.g., maximum
iterations, pre-defined absolute error). Thereis no sta-
tistical measure that accounts for significance of a
variable. Pseudo-R?statistics can be generated after the
feedback model is complete. Output should include the
accounting for calibration of each variable by giving
information on the number of observations, starting,
minimum and maximum ranges, and the low, high, and
final coefficient of the variable.

4.2.4 AEPAdvantages

1. Produces separate estimates for land and
improvements.

2. Based on reducing the absolute error term,
not just minimizing the squared error term.

3. Outliers' influence can be diminished during
variablecalibration cycle.

Requires fewer observations than regression.

5. Individual variable movement can be easily
constrained.

6. Cod system attributes can be directly cdibrated.

4.2.5 AEP Disadvantages

1. Softwareavailability islimited, and thereis
no standardized algorithm.

2. Does not contain standard goodness-of-fit
statistics found in regression software.

3. Requiresinitial model be specified carefully.

Asan dternaive, some market andysts have turned to using
nonlinear regresson software. Nonlinear regresson supports
the hybrid mode and can cdibrate interactive effects and
curves smultaneoudy likethe AEP/Feedback routine.

(Wardand Steiner 1988; Gloudemans 1999, 196; Waoolery
and Shea 1985; Carbone 1976.)

4.3 Artificial Neural Networks

Themost recent adaptation for usein calibrating real estate
valuationmodelsisArtificial Neural Networks(ANN). The
concept is borrowed from the biological sciences and
functionsof the human brain. Thekey element of the ANN
paradigmisthenovel structure of theinformation process-
ing system. It is composed of a large number of highly
interconnected processing elements that are analogous to
neurons and are tied together with weighted connections
that are anal ogousto synapses. Asthe nameimplies, ANN
comesascloseto producingartificial intelligencemodel sas
any cadibration method. Like nonlinear regression and
feedback, neural networkscan calibratemodel sthat consist
of bothlinear and nonlinear termssimultaneoudly. Theuser
inputs each variable with assigned weights (coefficients).
The software exposes the data using an agorithm in a

hidden layer wheretheweights are adjusted (calibrated) in
amanner that reducesthesquared error. Thisisaniterative
processmuchlikethosefound with feedback and nonlinear
regression. Thefinal output results in a single estimate of
value with the exact formula remaining hidden from the
market analyst.

4.3.1 TheArtificial Neuron

Thebasic unit of neural networks, theartificial neurons,
simulates the four basic functions of natural neurons.
Those functions are represented by inputs, the process-
ing of inputs (summation), transfer (linear, sigmoid,
sing, and so on), and outputs an answer. Artificial
neurons are much simpler than the biological neuron;
Figure 2 shows the basics of an artificial neuron.

Inputs to the network are represented by the math-
ematical symbol x(n). Each of these inputs are
multiplied by a connection weight that is represented
by w(n). In the simplest case, these products are
simply summed, fed through a transfer function to
generate a result, and then output.

Even though all artificial neural networks are con-
structed fromthisbasic buildingblock, thefundamentals
may vary in these building blocks.

4.3.2 Strengthsof Neural Networks

1. Theahility of the neural network to “learn”
as it goes and to take new information and
process as it has been trained.

2. Neura networks can recognize and maich
complicated, vague, or incomplete patternsin data.

3. Options that provide analysts confidence about
future use of neural network applications, such
as helping to improve data quality.

4. Studies completed indicate that the accuracy
of neural networks is comparable to other
calibration methods found in the standard.

4.3.3 Weakness of Neural Networks

1. The complexity of how the process actually
works in the hidden layer.

2. Lack of adefinable model structure at the
output stage makes explanation of value and
support of the value more difficult.

3. Requires considerable background in
data analysis, data structure, and
mathematical concepts.

4. Limited research links pertaining to use in
real property valuation.

5. Requires considerableinvestment in
computer power and software.

(Gloudemans 1999, 329.)
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4.4 TimeSeriesAnalysis

Time series analyses are afamily of techniquesthat can
be used to measure the cyclical movements, random
variations, seasonal variations, and secular trends ob-
served over aperiod of time. In property valuation, these
analyses can be used to develop a multiplier or index
factor to update existing appraised values or to adjust
salespricesforindividual propertiestotheval uationdate.
Since values can change at different rates in different
markets, separate factors should be tested for each
property type and market area.

Four methods used to develop time trend factors in the
appraisal and assessment industries are: (1) vaue per-unit
anaysis, (2) re-sales analysis, (3) sales/assessment ratio
trend analysis, and (4) inclusion of time variablesin sales
comparison models. These methods are summarized bel ow
(for amore detailed explanation and discussion, see Mass
Appraisal of Real Property (Gloudemans 1999, 263-270).

Value per-unit analyses track changes in sale price per
unit (e.g., per squarefoot for residential propertiesor per
unit for apartments) over time. The method is easily
understood and lendsitself well to graphical representa-
tion, as well as to statistical modeling to extract the
average rate of change. A downside is that the method
does not account for the myriad of other value influ-
ences, such as age and construction quality, that impact
per-unit values.

Re-sales analysis uses repeat sales occurring over a
given time period. Price changes between sales are
converted to monthly rates and an average (or median)
rate of change is extracted. As can be imagined, the
larger the number of repeat sales, the more reliable the
estimated rate of change. The method can overestimate
rates of change if repeat sales reflect substantial im-
provements (or other alterations) made to the property
since the first sale.
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Sales/assessment ratio trend analysisinvolves tracking
changes in the ratio of sales prices to existing assess-
ments made as of acommon base date. Increasesin the
ratios indicate inflation and vice versa. The ratio also
provides the index factor required to convert assessed
valueto afull valueestimate. Like value per-unit analy-
sis, themethod lendsitself well tographical and statistical
analysis. An advantage of the method is that assess-
ments account for most value determinants and thus
can isolate time trends better than the value per-unit
method. The method assumes that the assessments
shareacommon basis, and itsreliability depends partly
on the accuracy or uniformity of the assessments.

Time variables can be included directly into AVM
models to capture the rate of price change over the
period of analysis. Thisis usually the most accurate of
the various methods. However, model devel opers must
be careful that time variables are properly specified so
that coefficients developed from the model reflect the
desired valuation date.

Onceatimetrend isestablished, it can be used to adjust
values to any point within the sales period.

Trend factors can be extrapolated for a short period
beyond the sales period, but this must be done with
caution and grows increasingly unreliable as the time
frame is lengthened. If more than several months are
involved, thefirst threemethods can beused to calibrate
thetrend (onewould not ordinarily devel op time adjust-
ments through use of a modeling approach without
recalibrating the entire AVM model).

(The Appraisal Institute 2002, 291.)

4.5 Tax Assessed Value Model

Tax assessed value models derive an estimate of value
by examining val uesattributed to propertiesby thelocal
taxing authorities. Asamatter of local law and custom,
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the values reported by the taxing authorities often (but
not always) vary from the current market value in some
reasonably predictable manner. For example, some
jurisdictions require the taxing authority to report the
assessed value at 25 percent of the estimated market
value. Somejurisdictions may not have reappraisedin a
long time, so values lag far behind the current market.
Also, some jurisdictions report multiple values. as-
sessed, appraised, and market values. By examining
local laws and customs with respect to how values are
determined, as well as applicable time trends (see Sec-
tion 4.4) and information reported inlocal or state-level
ratio studies (see Section 8.4), it may be possible to
develop adjustment factors to apply to values reported
by taxing authorities in order to approximate current
market values.

Thereliability of atax assessed model will depend onthe
uniformity of appraisalsto which the adjustment factors
are applied, as well as the accuracy of the adjustment
factors themselves, which can vary with how current
theassessmentsare, andthereliability of theratio studies
or other information on which they are based. Extreme
caution must be exercised when local assessment uni-
formity ispoor, becausefactoring an unreliabl e assessed
valuewill only resultinanunreliablemarket value. Onthe
other hand, local assessmentsthat meet |AAO standards
can provide asound basis for market val ues estimation.

4.6 CalibrationSummary

The various methods and procedures used to calibrate
the AVM are the engines that drive accuracy and
credibility of the estimate made. By itself, no one
calibration method is better than another. Dataintegrity
and the skill level of the analyst define the accuracy of
one calibration technique as compared to others. Users
of AVM products must be aware of theinterdependence
between skills and technologies of calibration when
deciding how well the AVM will perform.

The use of MRA has been the longstanding choice for
calibration and has a proven track record. Feedback,
nonlinear regression, and neural networks are emerging
technologies that require different levels of skill and
knowledge concerning modeling real property values.
Understanding calibration in relation to this standard
encourages the AVM market analysts and clients to
understand that AVM development is not a black box
process; instead, it is based on well-defined concepts
surrounding the appraisal process. Details for learning
and understanding the skills and technical aspects of
calibration are found in the references throughout this
section of the standard.

AVM clients must understand that developers of AVM
products are not limited to using a single method of
calibration. Product market analysts often base their value
estimates on multipletechnologies. Included in these tech-
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nologies are simple saleslistings of automated sal es com-
parison selections, with adjustments derived from the
modeling process. Appraisers asked to use or review an
AV M shouldread Advisory Opinion 18—jpublished aspart
of USPAP Standard 6 by the Appraisal Foundation (2003,
46-56, 180-187).

5. RESIDENTIAL AVMS

Theresidential property class has the longest history of
being valued by AVMs. Residential property includes
detached single-family homes, condominiums,
townhouses, and zero-lot-line property. Other property
typesincludedintheresidential classare propertieswith
four units or less. Traditional methods of valuing these
properties are cost approach and direct sales compari-
son. Both methods have been automated and are
considered a part of the AVM category of methods and
techniquesavailable.

5.1 Detached Single-Family

When adequate sales data is available, the direct sales
comparison approachisthe preferred method of valuing
residential property. The approach may take two forms:
direct market models and comparable sales.

Direct market model sdevel oped from sal esanal yses use
various model structures, with coefficients derived via
a mathematical calibration method. The comparable
sales method isatwo-part method in which comparable
sales are found and then adjusted to the subject prop-
erty.

Some AVMs combine the strengths of direct market
model sand comparabl e salesmodels, to the point where
comparable sales model coefficients are derived from
direct market model analysis.

Cost models, like sales comparison models, have a
strong history of reliability and credibility for valuing
residential property. However, the origin and accuracy
of coefficients are unknown to most users and may not
reflect the actual market.

5.1.1 Cost Models

The cost approach works best when applied to newer
propertiesthat do not exhibit agreat deal of measurable
depreciation, and where the land value can be reason-
ably estimated from recent land sales. Cost models are
anchored in tables devel oped by studying local building
cost data. In the AVM format, the tables are converted
to a formula and applied by simply entering basic
building (improvement) information. Such models are
used for deriving the Replacement Cost New (RCN).
Theinitial cost coefficients supplied with a cost model
represent the supply side of the residential market.
These RCN estimates need further calibration for actual
property condition (depreciation), location (macro and
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micro), and a supportable estimate of vacant land val ue,
in order to arrive at market value. Theseitems represent
the demand side of the market. A strength of the cost
model is that it can be applied to any improvement
regardless of size, quality, age, condition, or style. The
accuracy and credibility of the cost model istied to the
analyst’ s ability to calibrate depreciation, location, and
land value.

5.1.2 Comparable SalesModels

Knowing the sale price of a property with attributes
similar to the subject property is a concept that
consumers can easily understand. This approach
provides the theoretical basis for the Sales Compari-
son Model using comparable sales. Sales comparison
of residential property has been accepted by real
estate consumers and the courts for many decades,
however, this method does have limitations in the
automated world. It essentially requires two models.
The first one is a comparable selection model. Many
AV Msrely onidentification and summarization of all
recent sales within a specified radius of the subject.
The advantage of this model is that all recent sales
with close proximity to the subject are considered.
This method may work well in homogeneous areas
with a high sales volume. If the comparables have
significant attribute differences, the confidence of
the adjustments being made also begins to suffer.
For quality comparables, an AVM routine may con-
sider using aweighted selectionmodel (e.g., regression
coefficients, Minkowski or Euclidian metrics). An-
other choice would be cluster analysis.

All of these methods can sel ect comparabl es based on
attribute comparisonsthat pick the comparables most
similar to the subject, based on defined parameters.
These methods are not limited to selecting only three
sales, as has been the tradition. Once the best
comparables are selected, they must be adjusted for
attributes that are dissimilar to the subject. How
these adjustments are devel oped has much to do with
how accurate and reliable the sales comparison
estimate will be. Mathematically, the adjustments
can be derived from just two sales; one sale pos-
sesses the attribute, while the other does not. The
difference in sale price measures the value of the
missing attribute. Sales comparison methods that
rely on direct market models that use quantitative
methods for deriving the adjustments, are more
stable and reliable than simple match pair analysis.

In its formatted form, the comparable sales approach
should display how each attribute adjustment in the
AVM contributesto the overall value estimate. Users of
AVMs are cautioned that matched pairs analysisis not
a statistical calibration method. Any comparable sales
approach claiming to be an AVM as defined in this
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standard must meet the criteriaof being supported by an
automated market analysis process.

5.1.3 Direct Market Models

The basic premise of direct market models (also termed
hedonic models) is that the price of a marketed good is
related to its characteristics, or the servicesit provides.
For example, the price of a home reflects the character-
isticsof that home (e.g., size, construction quality, style,
location). Therefore, we can value the individual at-
tributes of a home by looking at the prices people are
willing to pay for them. Direct market models lend
themselves well to the calibration methods and tech-
niques discussed in Sections 2—4 of this standard. If a
value-determining attribute can be captured in a data-
base, then the model can calibrate a coefficient that
measuresits contribution to the total value estimate. Prop-
erly designed direct market models will produce AVMs
capable of very accurate and credible value estimates.

All three model structures introduced in Sections 2
and 3 are well suited to the valuation of single-family
residences. Additive modelshave been thetraditional
workhorse and work very well in most cases. Multi-
plicative models carry certain advantages discussed
earlier and can also be effectively adopted. Because
they accommodatedollar and percentage adjustments,
hybrid models provide the most flexibility. Where an
additive model will add the same lump sum amount to
all property havingair conditioning, multiplicativeand
hybrid models will attribute different amounts de-
pending on the style, quality, and location of the
property. Both model structures also lend themselves
well to the valuation of spatially dispersed or highly
heterogeneous residences.

5.2 Attached Residential Property
(Condominiums, Townhouses,
Zero-Lot-Lines)

Structures built on an individually plotted lot designed

for only one family to occupy, are termed “detached

single family residences’ and make up the majority of
residential property in most communities. Zoning and
other spatial changesin acommunity dictatethe density
of residential land use. Other methods of dividing land,
besides using land-based boundaries, lead to other types
of residential use and ownership. Structures where
multiple living units are al joined together take on
different forms of ownership depending on how thetitle
islegally conveyedinthe market place. Thesestructures
arecommonly referredto as* attached residential units.”
A ten-story building with fiveunitsper floor could bean
investment property with each unit rented. Property
dividedintoair lotsisknown ascondominiums. Another
division of ownership rightsishy time, where each day,
week, or month represents units of ownership. Struc-
tures where the ownership is divided vertically are
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known as townhouses, row houses or zero-lot-lines,
depending on geographic location throughout theworld.
All of these uses are residentia in nature.

Valuingthesevariousresidential propertiesissomewhat
similar to valuing detached single-family structures. All
of the same principles apply and al can be modeled and
valued using an AV M. In fact, because these properties
exhibit a high degree of homogeneity compared to the
detached single-family population, sales-based AVMs
can produce values that are extremely reliable and
accurate. The cost approach can aso work well, in
some cases, if adjusted to the market, but it is not
appropriate for valuating condominium units because
depreciated replacement cost will not properly reflect
resalevalues. Datarequirementsfor attached residences
will not be the same as with detached residential prop-
erties. For example, floor level canbeanimportant value
determinant for condominiums, while lot size and yard
improvements are irrel evant.

5.3 Two-toFour-Family Residential Property
Part of the residential housing market consists of struc-
tures built for the purpose of housing more than one
family. Improvements designed to accommodate two,
three, and four families within their own separateliving
areas are often referred to as small income-producing
properties. A common theme among these property
typesisthat the owner of the property may residein one
of the units. Thisconcept, however, isnot aregquirement
for classifying these structures in the market. Two-unit
properties are more likely to be owner-occupied than
four-unit properties. The concept to be recognized here
is how such properties are treated in the marketplace,
because that impactstheir price and ultimately thevalue
generated by any AVM. The ability to model the selling
price of these small-income propertiesisreliant on what
specificdataisavail able, relatingtonumber of units, age,
condition, location and grossincome. The motivation of
buyers shifts when consideration is given to other
property attributesthat relateto producing rental income
and not just owner occupancy. Direct market models,
comparable sales models, and cost models are acceptable
methodsfor valuing thesesmall income-producing proper-
ties. With their income-producing potential, the income
approachisa soamodel tobeconsidered. Withanadequate
sample of gross income values for comparison to sae
price, amodel of Gl * GIM will yield credibleresultswhere
Gl = Gross Income and GIM = Gross Income Multiplier
(sale price/grossincome). Some AVMsmay even beset up
to predict Gl and the GIM. Each of these indicators can vary
with Sze, age, location, style, and condition of a property.

5.4 Manufactured Housing

A manufactured homeisaresidential structurebuiltina
factory. Construction standards for manufactured hous-
ing are controlled and monitored by the Department of
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Housing and Urban Development in the United States
(HUD), and by the Canada Mortgage and Housing
Corporation (CMHC) in Canada. While many manufac-
tured homesarebuilt withthesamematerial sassite-built
homes, thefactory-controlled engineering process helps
control cost and quality. The house can be financed as
personal or real property on leased land, in a manufac-
tured home community, or on a privately owned site.
Buyers who desire to acquire land in conjunction with
the home can finance the land and home together.
Market conditions and trends will indicate how the
manufactured homes compete in the market place. In
some communities, zoning only allows manufactured
homes in certain areas, confining the market area from
which comparables can be derived. Once market con-
ditions for a manufactured home are known, it can be
modeled just like any other property type. Consistency
is important when using an AVM for manufactured
homes. Somemanufactured homesarestrictly treatedin
themarket asmobilehomes(i.e., personal property). An
AVM developed to value manufactured homes as real
property would give afalse value in the case where the
home was personal property, and vice versa. AVMs
developed to value manufactured persona property
homes cannot be used for homes classified as real
property. Some manufactured homes compete in the
market place with site-built homes. Where this is the
case, it is possible that an AVM designed to value
detached single-family structures will produce credible
results, although the model shouldincludeavariable (or
variables) to capture any differences between otherwise
comparable manufactured and site-built homes.

55 TimeSeriesModdsfor Resdential Property
Indexed models relate to time-series analysis (see Sec-
tion 4.4 on Time Series Analysis) as described earlier.
Use of these models represents a common method of
delivering quick automated val ue estimates. These mod-
elssimply measuretheaveragechangeinvaueover time
and factor the valueforward from abenchmark starting-
place, such as the average value in a census block or
market area. The accuracy of indexed modelsisincon-
sistent and less reliable than fully specified models.
These modelswork best in areas of homogeneity where
the range of value is close to the average value.

Indexing isacommon method used to update cost tables
to reflect current cost. As with market models, a
benchmark in time is required as a starting point. Cost
coefficientsarethen updated, using asingleindex factor
representing the measurable change since the origina
cost coefficients were generated. One current method
of indexing is to use an economic indicator such asthe
consumer price index (CPl). In the cost approach,
indexed models have no way of adjusting values at the
microlevel for location and other market influencesthat
impact value. Timeadjustments may be devel oped from
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the analysis of known sale prices within a geographic
area, such as aneighborhood or postal code, and over a
specified time reference.

Users and consumers of index models must understand
how the index factor is created and how the accuracy of
the original value was derived before giving a lot of
credibility to an AVM using an indexed model.

5.6 Summaryand Conclusionsfor Using
Residential AVMs

AVM developers (or users) must understand the in-
tended use of the residential property. The residential
housing market is diverse. AVMs lend themselves to
estimating the value of residential property. However,
each class of residential property has some unique
circumstancesthat will influence how well theAVM can
perform when estimating the value. When the unique-
ness is captured as part of the data used to develop the
AV M, the chances of the value estimate being accurate
and credible increase greatly. When unique characteris-
ticsareignored, they are not measured inthe market and
the error term of the values produced will increase,
destroying confidence in the AVM'’ s ability to estimate
accurate and credible values.

The overall ability of the AVM to accurately estimate
value can be evaluated using the quality assurance
measures found in Section 8 of this standard. If the
assurance standardsare being achieved, thenthevalidity
of the AVM isknown, and the market analyst and users
can understand what degree of confidence to expect
from the ensuing value estimates.

6. COMMERCIAL ANDINDUSTRIAL AVMS

Commercia and industrial properties, including apart-
mentsand multifamily residenceswith greater than four
(4) units, are usually income-producing properties ac-
quired for their ability to generate income. As a result,
commercia and industrial properties are best valued
using an Income A pproach where adequate income data
are available or the sales comparison approach where
adequate sales are available. However, a solid Cost
Approach is needed where sales and/or income data are
insufficient tocalibratean appropriately structured mode!.
Also, care must be taken in developing and applying
incomevaluations, to appraiseonly thereal property and
not the business, and to val ue based on typical manage-
ment, not on the present management.

Commercia andindustrial propertiesprovidetheir unique
AVM challenges. First, in some markets there are
relatively few sales of commercial and industrial prop-
erties. Thiscreates problemswith land valuation for the
cost approach, development of comparable sales or
statistical models, andfor devel oping capitalizationrates
and multipliers for the income approach. The market
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analyst may have the additional problem of needing to
provide separate land and building values that most
income models are not designed to deliver.

Location for commercial and industrial properties can
rangefromrelatively littleeffect to extremely important.

Finally, specia purpose properties and limited market
properties, such as theme parks and casinos, are gener-
aly included with commercial andindustrial properties.
These properties tend to be unique and, as aresult, are
difficult to categorize and value.

6.1 Commercial andIndustrial Model
Specification

Vauation of commercial and industrial properties re-
quires market and income or cost data. Income and
market data are preferred. Cost data is needed where
insufficient sales and income data are available. Com-
mercial and industrial sales comparison models, like
residential models, require data on use, location, and
physical characteristics.

6.1. PropertyUse

The property useis extremely important as a comparison
characterigtic. It is necessary to determine the genera
category of property use. The property use does not need
to distinguish detailed specific uses, such as shop versus
liquor store or gift shop. Use of broad categories will
increase the number of properties for which information
can be captured, analyzed, and compared.

6.1.2 Location

Aswith residential properties, location can be included
either through the use of neighborhoods or market areas
with binary (dummy) variables or categorical variables
with percentage adjustments, LVRSA, or as a distance
variableto Value Influence Centers (VICs), such asthe
central business district. For commercial and industrial
properties, locationanalysisrelateslargely toidentifying
zones or groups of properties subject to similar influ-
ences. Proximity to VICsisimportantincommercial and
industrial valuation, but alack of commercial and indus-
trial sales may make location of the VICs, as well as
measuring their effect, difficult.

The importance of a location adjustment will also
vary considerably with the property use. For ex-
ample, while the value of a service station generally
depends on location on amajor street, such avariable
may not be needed if all service stations throughout
the jurisdiction, or area, enjoy such locations. Other
uses, such as hotels, may be highly dependent on
location, such as being on a beach area or near a
convention center. Finally, what is considered a
nuisance for residential properties, such as arailroad
track or heavy traffic pattern, could be an important
amenity for commercial and industrial properties.
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The most common method of modeling location is
through the delineation of economic areas or neighbor-
hoods. Central Business Districts, cities/towns, and
other areas of significant deviation from the norm, are
used to identify economic areas or neighborhoods.
When using economic areas or neighborhoods for
location adjustment, care must betaken not to createtoo
many as this may result in too few sales or insufficient
income data for analysis and modeling.

LVRSA using GIS or manual gridsisalso used for devel-
opinglocationadj ustmentswheresufficient dataisavailable.

6.1.3 Physical Characteristicsand
Sitelnfluences

Commercia and industrial properties require a number

of physical characteristics for comparison and model-

ing. These may be quantitative or qualitative variables.

Themost significant quantitative characteristic isbuild-
ing area. Different building areas may be used for cost,
sales comparison, and income approaches. Areas are
differentiated by type, such as basement, ground floor,
and upper floors, for cost valuation; whereas income
modelsgenerally usenet rentableareas, differentiated by
use, such asretail, office, etc. Sales comparison models
also benefit from use differentiations, although either
gross or rentable areas can be used. Some sales com-
parison and income AVMs utilize other units of
comparison, such as units for apartment buildings,
roomsfor hotels, and spacesfor parking garages. Other
key quantitativevariablesaretheyear built and effective
age or condition, which are used to capture accrued
depreciation and Remaining Economic Life (REL). Ef-
fectiveage(EA) or REL isacritical factor of comparison
for cost, market, and income modeling. The EA or REL
is also a key variable in determining the relationship
betweenincomeandvaluebecauseit establishesthetime
remaining for the income stream.

Other significant quantitative and qualitative variables
are similar to those used for residential AVMs. Such
examples include building quality and lot size. While
others, such astraffic patterns or ceiling height, may be
important to specific property uses or occupancies.

6.1.4 IncomeData

Anincomevalueisessentially acal cul ation of the present
worth of the future benefits to an income stream. It is
used to estimate the market val ue of aproperty based on
what an investor would pay for the property. Income
data includes revenues, expenses, net income, and
capitalizationratesorincomemultipliers, whicharethen
used to develop a projection of an income stream to
estimate the market value.

Theincome valueis generally estimated by either capi-
talizing the Net Operating Income (NOI) or developing
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amultiplier for the potential or effective gross income.
The capitalization rate can be developed as an Overall
Capitalization Rate (OCR) from the market place by
comparing the estimated NOI against sales prices,
where available. Sales and gross income data can be
used to develop aGIM from the market place. GIMscan
beaccurate, requirelessdata, and eliminate the need for
expenseanalysis. They can be devel oped from potential
or effectivegrossincomeaslong asthedataiscollected on
the same basis. While GIMs may be easier to develop,
overall rates and NOIs may more accurately and directly
reflect the value of the income stream critical to investors.

Duetothesensitivity of incomedata, thewidely varying
manner in which it is kept, and the differences in
information maintained for differing property types,
income data is difficult to ascertain. Creating different
reporting forms for different property types makes the
forms easier to use and understand, thereby increasing
the likelihood that more forms will be completed and
returned. Breaking income and expenses into generic
categories also facilitates reporting. However, creating
too many categories may only complicate the form and
minimize the number of completed returns while not
necessarily contributing to a more accurate net income
calculation. Minimizing the detail collected, including
avoiding tracking information about individual tenants,
servesto makethe datamorelikely to be completed and
easier to maintain.

The pool of sales and income data can be expanded by
using multiple years of data and making any indicated
time adjustments. However, if theincome and salesdata
are from the same time period, neither needs to be
adjusted for timefor the purposes of devel oping capitali-
zation rates and income multipliers. In addition, trade
publications and local banks may serve as sources of
informationto build capitalization ratesand multipliers.

6.2 Development of the M odel(s)

Commercial and industrial properties can be valued by
sales comparison, income, and cost AVMs. Because
there are fewer commercial and industrial sales, it is
oftendifficult todevel op comparablesal esand statistical
market modelsfor commercial andindustrial properties.
However, anumber of income-approach modelsmay be
devel oped using salesto devel op capitalizationrates, and
GIMs using gross incomes and expenses derived from
the local market or industry-specific publications when
local data are insufficient. The cost approach, while
generally the least desirable, is still necessary for prop-
erty types that have insignificant sales and insufficient
revenue or expense information.

Income modelsmay be devel oped using stratification or
global methods. Stratification requires grouping com-
mercial and industrial sales by factors that affect the
relationship between income and value. Thisis accom-
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plished by groupings based on use or occupancy, age or
condition, andlocation. Aswith any val uation approach,
the more strata you create, the fewer datain each strata
are available for analysis. The use of global methods,
such as MRA, can be used to overcome the limited data
in many strata by combining selected property types
(such asall retail-related properties) into asingle model
and using binary variables to differentiate the specific
uses or occupancies (such as general retail, restaurant,
or convenience mart).

Industrial properties may be modeled in the same man-
ner as commercial properties, but there are even fewer
industrial sales than commercial sales. Often ware-
houses and light industrial properties can be combined
into asingle model to increase sample sizes.

6.2.1 Cost Models

Whilecommercial andindustrial cost modelsaresimilar to
residential cost models, they typically comprise different
structural components. Thecommercia andindustrial cost
model requiresanumber of extrafeaturesor miscellaneous
items. Cost models are most appropriate for commercial,
industrial, and specia purpose properties where there is
insufficient sales and income information.

6.2.2 SalesComparison Models
Itisoftendifficult toget sufficient qualified salestodevelop
commercial and industrial comparable sales and stati stical
models. However, where sufficient sales can be found,
direct market models can be devel oped using variablesfor
location, size, construction quality, age or condition, land
size or frontage, and relevant amenities or nuisances.
Additive, multiplicative, and hybrid modelscan all beused;
yet proper model specification is critical.

6.2.3 IncomeModels

The income approach can be used to develop commer-
cial and industrial AVMs. Because these properties are
frequently sold based on their income streams, the
income approach can be the most desirable. The two
most popular approaches are direct capitalization and
GIMs. Discounted cash flow (DCF) analysiscan also be
used; however, the data requirements for developing
yield capitalization estimates from DCF analysis make
the method more challenging than direct capitalization.
Also, a number of the assumptions required for DCF
analysis, including anticipatedyield, hol ding period, and
value at the end of that period, can be difficult to derive
from the market and, therefore, may be subjective.

6.2.3.1 Modeling Grosslncome

Grossincomesmay beanalyzed fromlocal market surveys
or questionnaires or they may be obtained from industry
publications. Typically the grossrent per unit (e.g., square
feet/square meters, rental unit, or room rate) is the depen-
dent variable in the mode. Gross income models are
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ordinarily eas er todevel opthannetincomemodel shecause
thedataiseas er to obtain and | ess subject to manipulation.
Grossincome modelscan be devel oped for either potential
or effective grossincomes. The independent variables are
those that affect the expected gross income, including:
location, age or condition, amenities and nuisances, etc.
Wheredataislimited, to devel op separate model sfor each
use or occupancy, a single model may be developed by
determining areference use or occupancy group and using
binary or categorica variables for the other use or occu-

pancy groups.

6.2.3.2 Vacancy and Collection L osses
Vacancy and collection losses are deducted from the
Potential Gross Income (PGI) to account for typical
losses due to vacancy and bad debts based on local
market conditions. The vacancy and collection loss
usually varies by property use and is expressed as a
percentage of the annual PGI. The percentage may be
determined by amarket analysisof PGlscompared with
actual income, or from information supplied by local
lenders and industry trade publications.

6.2.3.3 Modeling Expenses

Expense datamay be obtained from the same sources as
the revenue data. Expense ratios can be developed by
either stratification or a modeling approach. The ex-
penseratioisthedependent variable, and theindependent
variables are similar to (but typically fewer than) those
used to determine the grossincome per unit. Like gross
income models, a single expense ratio model may be
developed, where insufficient data are available for
multiple models, by determining a reference use or
occupancy group and creating binary variables for the
other use or occupancy groups.

6.2.3.4 Direct Capitalization

Direct capitalizationinvolvesdevel oping an overall rate
(OAR) directly from the market place. The OAR isthen
used with the estimated net incometo estimate the value
by incomecapitalization. Likeexpenseratios, capitaliza-
tion rates can be devel oped using either stratification or
a modeling approach. The advantage of OARs is that
they use the NOI that includes both gross incomes and
expenses, and thus may specificaly reflect a typical
investor analysis of commercial properties. The depen-
dent variablein devel oping adirect capitalizationrateis
theindicated OAR (estimated net income divided by the
saleprice). Indevelopingan OAR model, asingle model
can be developed by determining a reference use or
occupancy group, and creating binary or categorical
variables for the other uses or occupancy groups. Asin
the revenue and expense models, this permits more data
to be used in the model. In addition to variables for
location, age or condition, and amenities and nuisances,
the OAR model should include an adjustment for at-
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tributes that affect the recapture portion of the OAR
(such asland/building value ratios, REL estimates, and
expense ratios).

6.2.3.5 GrosslncomeMultiplier

GIM modelsinvolve developing multipliersdirectly from
themarket placefor either the potential grossincomeor the
effective gross income, depending on the data collected.
Effective Gross Income Multiplier models are generally
more stable. GIMs have the advantage of not requiring
expense data that may be missing, unreliable, difficult to
interpret, orincomplete. TheGIM isthedependent variable
while the independent variables are typically the same as
those previously described for an OAR model. However, it
isimportant to ensure that variables related to differences
in expense ratios are included because gross incomes are
unadjusted for expenses.

6.2.3.6 Property Taxes

Care should betakento treat property taxes consistently
in the development and application of AVMs. Property
taxes may beincluded as an expense or as a component
of the OAR.

6.3 Quality Assurance

Commercia and industrial quality assuranceis particu-
larly critical due to the limited amount of sales and
income data available for analysis and modeling. Com-
mercial andindustrial quality assuranceisaccomplished
in much the same manner as with any other type of
property. Valuation research and appraisal procedures
are subject to review, and the val ues tested and statisti-
cally analyzed for accuracy and consistency.

In addition, quality assurance must be extended to the
income data collected. Estimated gross incomes, ex-
pense ratios, OARs, and GIMs should all be reviewed
for consistency. Grossincome and expense data should
be compared with like propertiestoidentify outliersthat
may need to be removed from the modeling process
unless the data can be corrected.

7. LAND MODELS

If ample sales are available, vacant land is generally
best valued using a sales comparison approach. The
maost significant exceptionsto thisareleased land and
rural/agricultural land that are usually valued using the
income approach.

Land providesaset of unique problemsfor AVMs. Land
is highly speculative and there frequently are relatively
few sales for analysis and modeling (see Section 2.3.3
on Data Management and Quality Analysis).

Landvaluesarehighly affected by location. Thisisalsoone
of the reasons why land values appear to be more specu-
lative. Other factors affecting land valuesinclude Federd,
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state, andlocal regul ationsaffecting devel opment and what
stage the neighborhood isinitslife cycle. Developed land
will command asignificant premium over underdevel oped
land, especialy when there is no guarantee that the pur-
chaser or potential devel oper will besuccessful. Inaddition,
neighborhoods evolve from growth to stability, to decline,
and potentialy to being a land-driven market where the
improvements have no value.

Gl Sisextremely valuableasanaidinestablishing theeffect
of locationonland. Wherea Gl Sisnot available, neighbor-
hoods can be developed based on appraisal judgment, or
grids can be developed and X, y coordinates manualy
derived from the grids to better handle [ocation.

Land that is significantly distant from urban areas may
be best valued based on itsincome potential .

7.1 LandValuation M odel Specification

Market land valuation modeling requires data on use,
location, and physical characteristics. Land models, like
improved models, require qualitative and quantitative
variables, as well as data transformations.

7.1.1 PropertyUse

The analyst must estimate the property use of a parcel of
land for any AVM. This will serve to determine how it
should be appraised as well as provide a key variable for
comparison and to determine what sales are best suited for
building the model. Although many states and provinces
provide use codes for reporting, currently there are no
generally accepted standardsfor classifying land uses. The
American Planning Association (APA) has recently pro-
videdanupdateontheir Web siteof the1965 Standard Land
UseCodingManua (APA 2003). However, theAPA isnot
an appraisa organization and itssolution containsmultiple
dimensions—whereas appraisers generdly focus on the
current use and the highest and best use.

7.1.2 Location

Location and parcel size are arguably the most important
piecesof land data. Themost common method of modeling
| ocationisthroughthedelinestionof economic(or submarket)
areasor neighborhoods. Morerecently, variationsof LVRSA
havebeen devel opedtodeterminel ocationadjustmentsboth
with and without delineating economic areas.

Appraisers, using maps and their judgment (based on
knowledgeof market conditions), generally decideneigh-
borhood or submarket boundaries. All parcels in a
neighborhood or submarket receive the same location
adjustment. There are two factors to be aware of when
using this approach. First, boundaries may be drawn to
coincide with major streets, natural barriers, and/or
political subdivision boundaries. And, secondly, the
market analyst should be aware that location adjust-
ments can change abruptly from one submarket or
neighborhood to another.
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LV RSA isanother method of devel opinglocation adjust-
ments. LVRSA uses a geographic grid to display value
residuals or sales ratios based on values derived from a
model lacking alocationvariable, to devel op factorsthat
guantify the relative locational advantage or disadvan-
tageof theproperty. Thisprocessmay includeidentifying
positive and negative VICs. Distance variables from all
of the VICs are computed for each parcel. If VICs are
used, the distance variables are then included in the
model to calculate the location adjustment for each
parcel. The location adjustments determined in this
manner may be developed for cost, sales comparison,
and income AVM models. Due to the method LVRSA
uses to develop the location adjustment, it will include
anything that is not accounted for elsewhere in its
estimate of the location adjustment.

Geographic gridsfor LVRSAs are best obtained from
a GIS. However, where one does not exist, a geo-
graphic grid can be manually developed by using
maps and arbitrary grids, such asevery 100 feet. The
X, Y coordinates can then be determined for each
parcel and entered into the database. Although not as
accurate and effective as a GI S, this approach can be
used where one does not exist or is not yet available
to the market analyst.

When using neighborhoods or submarkets for location
adjustment, care must be taken not to create too many
neighborhoods or submarkets; because this may result
in too few sales for effective analysis and modeling.
Central Business Districts, cities/towns, natural fea-
tures, and major streets can be used to define
neighborhood boundaries. Because the single property
appraiser generally values only asingle, or few proper-
ties, and the AVM market analyst must value many
parcels and sometimes deal with adjacent parcel review
by the public, the AVM market analyst might prefer to
use blocks, subdivisions, or neighborhoods for location
adjustments so that adjacent and nearby parcelsreceive
the same adjustment.

7.1.3 Physical Characteristicsand Site
Influences

In addition to land use and location variables, AVMs

require a number of physical characteristics and site

influences for comparison and modeling. These may be

guantitativeor qualitativevariables.

Themost significant quantitativecharacteristicisland size.
Land sizeisdetermined by thenumber of land unitsby type
such aslot, Site, front feet or meter, square feet or meter,
acre, hectare, etc. Therefore, it is usually necessary to
develop some form of land size adjustments to reflect the
changing rate per unit based on the total parcel size.

Most of the other important characteristics and influ-
ences are qualitative. These include topography, site
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amenities (such as government services), property ac-
cess, water and sewer, proximity to negative influences
(like railroads or treatment plants), and proximity to
positiveinfluences(like view, golf courses, water front-
age, or recreational areas). However, keep in mind that
a negative influence under one condition might be
considered positivein another situation. Anexamplemight
behightrafficvolumethat could bepositivefor commercia
properties and negative for residential properties.

7.2 Land DataCollection

Salesand income datafor land are collected, verified,
and maintained in the same manner as improved
parcels. Maps and aerial photographs are used to
supplement field reviewsto effectively collect, main-
tain, and review land data.

Land use/soil productivity data for income modeling of
agricultural property may be obtained from Federal and
state/province agricultural agencies, universities, and
agricultural cooperatives and associations. When insuf-
ficient arms length sales are available, data to develop
capitalization rates for agricultural properties may be
obtained from farm lenders such as the Federal Land
Bank and Farm Credit Bank, as well aslocal lenders.

7.3 Development of the M odel(s)
Salescomparisonistheprimary approach for estimating
the market value of land. The valuation of land by sales
comparison shares many of the same anayses and
modeling processes with improved valuation models.
The dependent variable in a sales comparison model
should be sales price or sales price per unit. For
example, if land salesin an areaare based on squarefeet
of land area, then the dependent variable should be sale
price per square foot. Typical independent variables
include property use, zoning, size, or location; site
characteristicsincluding physical characteristics, ameni-
ties (positive influences); and negative influences.

Forleasedland, and agricultural andrurd properties, where
insufficient salesareavailable, acapitalizedincomestream
is commonly used to estimate the market value. Income
land appraisa relieson capitalized incomeanalysis.

7.3.1 Land Valuation Modelingby Sales
Comparison

Land values may be modeled separately from improved
values, or vacant and improved property may be mod-
eledinasinglecombined val uation model (Guerin2000).
The primary benefit of a combined model is that both
vacant and improved sales are used, which significantly
increases the sales sample size for analysis and model-
ing. When developing a combined model, a binary
variable should be used to separate vacant and improved
sales. In addition, separate time and size adjustments
should be tested for vacant and improved sales.
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7.3.2 LandValuation M odelingby I ncome
Income data can be used to value rented or leased land.
Income capitalization for land follows the same general
principles as commercial and industrial properties.

8. AUTOMATEDVALUATIONMODEL

TESTINGANDQUALITY ASSURANCE
AVM testing and quality assurance is necessary to
determinethe applicability of the model and/or the need
for further specification. The process of developing and
deploying an automated valuation model must include
safeguards to insure the accuracy of data used and the
integrity of results produced. Those safeguards are
similarinkind and effect tothoseempl oyedinevaluating
the performance of any mass appraisal project.

8.1 DataQuality Assurance
All datausedinmodel specificationand calibration must
pass the following screening tests:

1. Daamus be sufficient to produce reasoneble
predictive models with regard to the property
characteridticsutilized inmodd calibration and
implementation. Asagenerd rule, the number of
sdes should be at leadt five times (fifteentimesis
desirable) thenumber of independent variables
(Gloudemans 1999, 127).

2. Sales data must reflect, to the maximum
extent possible, the conditions requisite to
market value transactions.

3. Subjective data must be consistent across the
population of properties to be valued using
the model. Examples would include quality,
physical condition, and effective age.

4. Accurate property characteristic datais
essential to model quality. If the data were to
be verified through afield audit, it should be
found to be correct 95 percent of the time.

Data quality assurance should measure the quality and
guantity of data, aswell asprovideameansof evaluating
the application of the developed AVM formula to a
specific population of properties. The product of that
eval uation may includethe acceptabl e ranges of specific
property characteristics and ranges of estimated market
values to which the model can be applied.

In addition to the quality assurance statistics discussed
bel ow, itisgood practiceto providetheuser withameasure
or index of the relative confidence that can be placed in
individual val ue estimates, especially at theextremesof the
data ranges. Using stratified ratio studies to examine the
extreme low and high ends of various property character-
istics in the modeling and holdout data sets, the market
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analyst will be able to determine the applicability of the
model at these extremes.

Themarket analyst should declineto providean estimate
at those points where the value estimates become
unreliable due to the data falling outside of acceptable
parameters (see Section 8.4 on Sales Ratio Analysis).

8.2 Data Representativeness
Because AV Msusearelatively small sampling of prop-
erties from which inferences about the total population
of properties are drawn, care must be taken to ensure
that the sample adequately represents the total popula-
tion of properties to be valued. In many kinds of
statistical studies, samples are selected randomly from
the population to ensure representativeness. Because
sales do not represent true random samples, extra care
must be taken to ensure representativeness. A sampleis
considered representative when the distribution of val-
ues of properties in the sample reflects the distribution
of values in the population. Because the distribution of
values in the population cannot be directly ascertained
and appraisal accuracy may vary from property to
property (depending on property type and characteris-
tics), representativeness can be achieved by selecting a
sample that adequately reflects salient value-related
property characteristics. A property should be included
in asample based on characteristics of the property and
not actions or characteristics of the owner.

This same degree of care should be taken in selecting
sales samples used to test the quality of the AVM
once it is developed

(IAAO 1999, 12.)

8.3 Model Diagnostics
Thespecificdiagnostictoolsavailableto market analysts
and users of automated valuation modelswill vary with
the model methodology employed. Multiple regression
analysis provides the market analyst and user with a
wide range of diagnostic statistics that may not be
available with other calibration methodologies. In any
event, the market analyst must make effective use of the
diagnostictoolsavailableduringmodel calibrationand be
prepared to explain their use and significance to end
users.

Standards do not exist for goodness-of-fit statistics
(such as the coefficient of determination) or measures
of individual variable significance (such asthe T-statis-
tic). Nonetheless, the market analyst should be able to
explain how those statistics were used and how they
relate to the predictive quality of a specific model in
relation to the sales data available for calibration.

8.4 SalesRatio Analysis
Salesratio analysisisatype of statistical study based
on comparisons between an estimated value and
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market value as indicated by sales prices. For AVM
use, the numerator would be the estimated value
generated from the model, while the denominator
would bethe sale price. Theratiosthus calculated are
subjected to statistical analysis to determine central
tendency (level), and vertical (value related) and
horizontal uniformity or variation. Central tendency
statistics provide information about the overall or
typical level inrelation to market value that would be
achieved given the results of the model. Variability
statistics provide information about the degree to
which model-determined values for individual prop-
erties are similar with respect to market value.

Sales based ratio studies are among the most objective
methods for testing the performance and quality of any
mass appraisal system. Much of theinformation in this
section has been reprinted from the Sandard on Ratio
Sudies (IAAO 1999).

8.4.1 Measuresof Appraisal Level

Statistically, measures of central tendency provide an
indication of the overall level of appraisal for any
group of properties represented by a particular sales
sample. Point estimates of these measures are cal cu-
lated as shown in table 1. Reliability statistics should
also be cal culated around each of these measures (see
Section 8.4.3 on Measures of Reliability). Common
measures of appraisal level include the mean, sales
weighted mean, and median ratios.

8.4.2 Measuresof Variability

Several statistical tests are available and should be used
to determinethe degree of variability (uniformity) inthe
products of any AVM model. Common measures of
appraisal variability includethecoefficient of dispersion
(COD) and coefficient of variation (COV).

8.4.2.1 Coefficient of Dispersion

The most useful measure of variability is the COD,
which measuresthe average percentage deviation of the
ratios from the median ratio and is calculated by (1)
subtracting the median from each ratio, (2) taking the
absolute value of the calculated differences, (3) sum-
ming the absolute differences, (4) dividing by the
number of ratios to obtain the “average absolute devia-
tion,” (5) dividing by themedian, and (6) multiplying by
100. For the datain table 1:

Average Absolute Deviation =
9.271 + 36 = 0.2575;
COD = (0.2575 + 0.864) * 100 = 29.8.

The COD hasthe desirable feature that itsinterpretation
does not depend on the assumption that the ratios are
normally distributed. Standards for interpreting CODs
are contained in Section 14.2 of the Standard on Ratio
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Studies (IAAO 1999). Note that the COD representsthe
mean (not the median) percent deviation from the
median. In general, more than half the ratios will fall
within one COD of the median.

The COD should not be calculated about the mean
because the mean is more affected by extreme ratios
than the median, and because of the inherent (upward)
bias of the mean of aset of ratios. The COD also should
never be calculated about the weighted mean, which
implicitly weights each ratio based on its sale price.

(IAAO 1999, 24.)

8.4.2.2 Coefficient of Variation

TheCOQV can beanother important measure of appraisal
variability. The COV for a sample is calculated by (1)
subtracting the mean from each ratio, (2) squaring the
calculated differences, (3) summing the squared differ-
ences, (4) dividing by the number of ratios less one to
obtainthe*variance,” (5) taking thesquareroot to obtain
the “standard deviation,” (6) dividing by the mean, and
(7) multiplying by 100. Note that the COV is calculated
only about the mean—not the median or weighted mean
(although other methods permit calculation about the
weighted mean). For the datain table 2:

Variance = 3.0808 + 35 = 0.0880;
Standard Deviation = sqrt 0.0880 = 0.2966;
COV = (0.2966 + 0.900) * 100 = 33.0.

The interpretation of the standard deviation and COV
rests on the assumption that the ratios are normally
distributed. When this is the case, approximately 68
percent of the predicted ratios in the population will lie
within one standard deviation of the mean, and approxi-
mately 95 percent will liewithintwo standard deviations
of the mean. When the ratios do not approximate a
normal distribution, these relationships no longer hold
(although there always will be at |east 75 percent of the
ratios in any population within two and at least 89
percent of the ratios within three standard deviations of
the mean). Hence, one should determine whether ratios
are approximately normally distributed before using the
COV. When the normality assumption is met, the COV
provides the most precise measure of variability.

Because the deviations between each ratio and the mean
ratio are squared in determining the COV, ratios that
differ greatly from the mean influence the COV more
than they do the COD, in which the deviation of each
observation from the median is equally weighted.

(IAAO 1999, 25))
8.4.3 Measures of Reliability

Reliability, in astatistical sense, concerns the degree of
confidence one can place in a calculated statistic for a
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Table 1. Example of Ratio Study Statistical Analysis
Data analyzed

Rank of ratio of observation Appraised value (AV in $) Market value (MV in $) Ratio (AV/MV)

1 48,000 138,000 0.348

2 28,800 59,250 0.486

3 78,400 157,500 0.498

4 39,840 74,400 0.535

5 68,160 114,900 0.593

6 94,400 159,000 0.594

7 67,200 111,900 0.601

8 56,960 93,000 0.612

9 87,200 138,720 0.629
10 38,240 59,700 0.641
11 96,320 146,400 0.658
12 67,680 99,000 0.684
13 32,960 47,400 0.695
14 50,560 70,500 0.717
15 61,360 78,000 0.787
16 47,360 60,000 0.789
17 58,080 69,000 0.842
18 47,040 55,500 0.848
19 136,000 154,500 0.880
20 103,200 109,500 0.942
21 59,040 60,000 0.984
22 168,000 168,000 1.000
23 128,000 124,500 1.028
24 132,000 127,500 1.035
25 160,000 150,000 1.067
26 160,000 141,000 1.135
27 200,000 171,900 1.163
28 184,000 157,500 1.168
29 160,000 129,600 1.235
30 157,200 126,000 1.248
31 99,200 77,700 1.277
32 200,000 153,000 1.307
33 64,000 48,750 1.313
34 192,000 144,000 1.333
35 190,400 141,000 1.350
36 65,440 48,000 1.363

Results of statistical analysis

Note: Due to rounding, totals may not add to match those on following table, which reports results of statistical analysis of above data.

Statistic Result calculated on preceding data
Number of observations in sample 36
Total appraised value $3,627,040
Total market value $3,964,620
Average appraised value $100,751
Average market value $110,128
Mean ratio 0.900
Median ratio 0.864
Geometric mean ratio 0.849
Weighted mean ratio 0.915
Price-related differential (PRD) 0.98
Coefficient of dispersion (COD) 29.8%
Standard deviation 0.297
Coefficient of variation (COV) 33.0%
Probability that population mean ratio is

between 90% and 110% 49.7%
95% mean two-tailed confidence interval 0.799-1.000
95% median two-tailed confidence interval 0.684-1.067
95% weighted mean two-tailed confidence interval 0.806-1.024
Shape of distribution of ratios Normal (based on binomial distribution)
Date of analysis 9/99/9999
Category or class being analyzed Residential
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sample (for example, how accurately does the sample
median ratio approximate the true [population] median
appraisal ratio?). There are two related measures of
reliability: confidence intervals and standard errors. A
confidenceinterval consistsof two numbersthat bracket
acalculated measure of central tendency for the sample;
one can have a specified degree of confidence that the
true measure of central tendency for the population falls
between the two numbers. Standard errors relate to the
distance one must add to and subtract from certain
measures of central tendency to compute the confi-
dence interval.

For thedataintable 1, the 95 percent confidenceinterval
for the median is 0.684 to 1.067 (calculations not
shown)—from the sample data, one can be ninety-five
percent confident that the median level of appraisal for
the populationisinthisrange. Although most commonly
calculated around the mean, confidenceintervals can be
calculated about various measures of appraisal level and
variability, or about aresulting property value estimate;
standard errors can be properly calculated about the
mean and weighted mean, or about an estimate of value
for the population. (See IAAO [1990, 515-546] and
Gloudemans [1999, 257-339] for information on per-
forming these calculations.) The article, “Confidence
Intervals for the COD: Limitations and Solutions”
(Gloudemans 2001), provides criteria for evaluating
whether CODs can be deemed to have exceeded stan-
dards.

Measures of reliability explicitly take into account the
errors inherent in a sampling process. In general, these
measures will be tighter (better) when samples are
relatively large and the uniformity of ratiosisrelatively
good. Although the mathematics of calculating these
measures is comparatively straightforward, their cor-
rect interpretation is critical and requires someone well
grounded in the underlying statistical principles.

Usersmust give careful consideration to reliability mea-
suresin evaluating AVM output.

(IAAO 1999, 25))

8.4.4 Vertical Inequities

The COD and CQV relate to “horizontal,” or random,
dispersion among the ratios in a stratum, regardless of
thevalueof individual parcels. Another form of inequity
may be systematic differences in the appraisal of low-
value and high-value properties, termed “vertical”
inequities. When low-value properties are appraised at
greater percentages of market value than high-value
properties, appraisal regressivity is indicated. When
low-value properties are appraised at smaller percent-
agesof market valuethan high-val ueproperties, appraisal
progressivity isthe result. Appraisals should be neither
regressive nor progressive.
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An index statistic for measuring vertical equity is the
PRD (Price-Related Differential), which is calculated
by dividing the mean by the weighted mean:

Mean/Weighted Mean =
Price-Related Differential

Thisstatisticshouldbecl oseto 1.00. M easuressignificantly
abovel.00tendtoindicateappraisal regressivity; measures
below 1.00 suggest appraisal progressivity. For the datain
table 1, the PRD is0.983, suggesting dight progressivity.
When samples are smal or the weighted mean is heavily
influenced by several extreme sales prices, however, the
PRD may not beareliablemeasureof vertical inequities. If
not representative, extremesa espricesmay beexcludedin
calculation of the PRD. Similarly, when samples are very
large, thePRD may betooinsensitivetoshow small pockets
of properties in the population where there is significant
vertical inequity.

(IAAO 1999, 26.)

8.4.5 Guidelinesfor Evaluation of Quality
Because the development and utilization of automated
valuation models are ongoing, without definitive begin-
ning or end dates, sal esratio studiesshould be performed
on a scheduled, periodic basis to establish the current
performance status of the model. Such ratio studies
should be conducted utilizing holdout samples accumu-
lated according to Section 8.7. Model accuracy should
be measured against the Standard on Ratio Studies
(IAAO 1999) for the particular property type valued by
the model. The Standard on Ratio Studies (IAAO 1999)
suggeststhat thelevel of AVM estimate-to-sale pricein
each stratum (group of like properties) should bewithin
5 percent of the overall estimate-to-sale ratio for all
strata; and the overall estimate-to-sale level should be
within 10 percent of thedesired level of 100 percent. For
residential properties, variability, as measured by the
coefficient of dispersion (average percent of error about
the median estimate-to-sale price ratio), should be 15
percent or less in older, heterogeneous areas and 10
percent or less in areas of newer and fairly similar
residences. Variability within strata composed of in-
come-producing properties requires a coefficient of
dispersion of 15 percent or less in larger, urban areas,
and 20 percent or lessin small or rural areas. Within all
other types of property strata, the coefficient of disper-
sion should be 20 percent or less.

Table 2 is taken from the IAAO Sandard on Ratio
Studies(IAAO 1999) and providesguidelinesfor evalu-
ating the quality of appraisal level and variability based
on statistical measures previously discussed.

8.4.6 Importanceof SampleSize
There is ageneral relationship, between statistical pre-
cision and the number of observations in a sample,
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Table 2. Ratio Study Performance Standards

Type of property

Single-family residential

Newer, more homogenous areas 0.90-1.10
Older, heterogeneous areas 0.90-1.10
Rural residential and seasonal 0.90-1.10
Income-producing properties 0.90-1.10
Larger, urban jurisdictions 0.90-1.10
Smaller, rural jurisdictions 0.90-1.10
Vacant land 0.90-1.10
Other real and personal property 0.90-1.10

Measure of central tendency

*The standards for the PRD are not absolute when samples are small or when wide variations in prices exist. In such
cases, appropriate tests are more useful (see table 5 of the Standard on Ratio Studies [IAAO 1999, 27]).

CcOoD PRD*
10.0 or less 0.98-1.03
15.0 or less 0.98-1.03
20.0 or less 0.98-1.03
15.0 or less 0.98-1.03
20.0 or less 0.98-1.03
20.0 or less 0.98-1.03
Varies with local conditions 0.98-1.03

drawn from a given population: the larger the sample, the
greater the precision. The required sample size for any
given degree of precision depends primarily on acceptable
sampling error and the variability in the population. When
there are insufficient sales to achieve target levels of
precision, al vaid sales should be used unlessthis results
in nonrepresentativeness. If an abundance of sdes is
available, it is permissible to randomly include sufficient
sales to obtain uniform or reasonably small margins of
error.

Table3 demonstratestherel ationship between samplesize
requirementsand variability asmeasured by the COV with
thevaluesinthetableindicating marginsof error that must
be added to and subtracted from the sample mean to
determinethe confidenceintervals. For example, asample
consisting of ten sales with a COV of 20 percent would
produce a 95 percent confidence interval with a width of
+14.3 percent around the mean. Given thesame COV with
a sample size of 100 sdes, the 95 percent confidence
interval width would be reduced to £3.9 percent around the
mean, thus providing greater precision.

8.5 Propertyldentification

AVM developersmust accurately identify property inorder
to produce an accurate val uation estimate for that property.
The common property identification for the commercia
AV M industry hasbecomethe property address. However,
third party data providers use different variations of ad-
dresses. Many assessment jurisdictions have not fully
standardized their addresses. Some condominium com-
plexes have the same street address for all units.
Condominium unit numbers assigned by the assessment
jurisdiction may bethe postal number or the lot number of
the subdivision. These are just some of the variations in
addresses that causes errors or misidentification of the
properties requested by AVM users.

AVM devel opers attempt to minimize property identifi-
cation errors by using address standardization software
for all datato beusedinthe AVM system. All electronic
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real estate property systems should move to standard-
ized addressing systems such as the Coding Accuracy
Support System (CASS) certified by the United States
Postal Service. While CASS is a way to standardize
addresses across the U.S,, it is primarily intended to
ensure the accuracy of addresses for mail delivery
purposes. This is a dlightly different goal than the
identification of the physical location of the property,
especialy inrural areas.

One precondition of address standardization is parsing the
address into separate fields for the number, directional,
street name/number, prefixes, and suffixes. Once this is
accomplished, the correction or standardization of the
addresscanbegin. For exampl e, Floridamay berepresented
by theword Floridaor abbreviationssuchas*Fla.” or“FL.”

Geographic information systems can be used to match
AVM system property addresses to addresses in the
U.S. Census Tiger files (or enhanced Tiger files pro-
vided by third parties). These GISfiles have identified/
located addresses by |atitude and longitude at the street
address segment level for most of the United States.
Other countries have similar methods to geocode ad-
dresses to locational reference systems.

AVM usersalsohavearesponsibility to provideaccurate
addresseswhen requesting an AVM report. They should
review the returned AVM report to confirm that the
valueestimateisfor theproperty inquestion. ValidAVM
reports are important for measuring the quality of the
AVM system. This is called the hit rate, which is a
measure of the number of usable AVM valuation reports
compared to the total number of valuation reports
requested. The hit rate will vary by several factors such
as address mismatch; missing data within the property
record that prevents the estimation of value; type of
property isoutsidethe scopeof the AVM model; and the
size or valuation of the subject property is outside the
range of acceptable quality asdetermined by the quality
assurance review of the model.



STANDARD ON AUTOMATED VALUATION MODELS (AVMs)—2003

(Callatera Risk Management Consortium (CRC) 2003, 6.)

8.6 Outliers

The term “outliers’ is defined in the Glossary for
Property Appraisal and Assessment (IAAO 1997) as
observations that have unusual values; that is, they
differ markedly from a measure of central tendency.
Some outliers occur naturaly; others are due to data
errors. Invaluation models, outliersmay include parcels
with unusual characteristics as well as those with
extreme estimated values per unit. Large, difficult to
explain differences with respect to previous or control
model runs may also identify outliers. Failure to under-
stand and address outlier influences may result in
unstable models that produce unpredictable changesin
value over time. Documentation accompanying the
automated val uation model must describe the methodol-
ogy usedtoidentify outliersandtheprocedures/trimming
criteriafollowed once outliers are identified.

Inratio studies, outlier ratiosare very low or high ratiosas
compared with other ratiosinthesample. Whenthesample
is small, outlier ratios may distort calculated ratio study
gatistics. Some statistical measures, such as the median
rtio, areresistant totheinfluenceof outliers. However, the
COD and mean are sensitive to extreme ratios.

Outliers in AVM models can result from any of the
following:

1. an erroneous sale price

2. anonmarket sale

3. unusua market variability

4. amismatch between the property sold and
the property appraised
5. anerorintheappraisd of anindividua parce
6. an error in the appraisals of a subgroup

(IAAO 1999, 19-20.)

Oneextreme outlier can have controlling influence over
some statistical measures. Particular care must be taken
to identify outliers if point estimates are used to make
inferences about population level or variability. If, after

Table 3. Confidence Intervals and Sample Size:
95 Percent Confidence Interval

Samplesizz COV=10.0 COV=20.0 COV=30.0
5 124 +24.8 $37.2
10 *7.2 *14.3 +215
50 2.8 55 +8.3
100 +2.0 *3.9 #5.9
300 *1.1 2.3 34
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proper verification, screening, and editing, an outlier
with a nonrepresentative ratio remains in a study,
statistical results will not reflect population level and
variability. The potential distortion is greater when
sample sizeis small. If outliers can beidentified, trim-
ming procedures are acceptable methods for creating a
more representative sample. One outlier identification
method is based on the interquartile range; however,
because of the skewed distribution of ratios, this proce-
duremay locateonly extremely highratios. If oneor two
high outlier ratios are trimmed from asmall sample, the
statistical measures of level may be shifted significantly
lower. (See Tomberlin [1997] and Hoaglin, Mosteller,
and Tukey [1983] on trimming small samples.)

(IAAO 1999, 20.)

8.7 Holdout Samples

Holdout samplesrepresent groupsof valid salesselectedin
amanner that guaranteestheir group characteristics match
those of the population of properties covered by the
automated val uation model . Such samples should be accu-
mulated at the same time sales are collected for model
calibration, but used for testing the calibrated model.
Inherent in the definition of holdout samplesisthe premise
that the sales not be used in devel oping the original model.
Salesthat occur after modd calibration can aso beusedin
testing and vaidating the model, and this method may be
preferable when few salesare available.

8.8 ValueReconciliation

When a model is designed to produce more than one
value estimate for a subject property, model documen-
tation must contain a thorough explanation of the
procedures followed to reconcile those candidate esti-
mates into afinal estimate of value. Those procedures
must include analysis of the relative strengths and
weaknesses of the candidate estimates, and specifica-
tion of how that analysisresultsinafinal valueestimate.

In those instances in which all candidate estimates are
presented to the user for their reconciliation, the system
must report the quantity and quality of data supporting
each of the candidate estimates. If the product of an
automated valuation model is a set of value estimates
derived from more than one of each of the three
approaches, that product must also include sufficient
information to allow the user to weigh the validity of
those estimates, based on thequality and quantity of data
available to support them.

When the model is designed to produce estimates of
valuefor individual properties, those estimates must be
accumulated and compared to their actual selling prices
using ratio studies conducted at regular intervals. In
addition, confidence intervals can be cal culated around
value estimates developed for individual parcels. Nar-
row intervalsindicategreater likelihoodthat theestimate
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reflects market value. Additionally, z scores can be
calculated and show the number of standard deviations
by which an AVM estimated value misses actual sales
price. Properties with value misses outside of a +3
standard deviation range should bereviewed for system-
atic model error.

8.9 Appraiser Assisted AVMs

When an appraiser reviews or changes an AVM report
prepared by a separate AVM provider, the results are
called appraiser-assisted AVMs (AAVMs). The ap-
praiser can providean additional opinion of theestimated
value and usually will sign the report and confirm the
value. All AVM reportscan havetheir estimatesof value
overridden by an appraiser’s opinion of value. In most
cases, appraisersarelimited intheir ability to changean
AVM report. AVM reports based on the traditional
formats of the cost, sales comparison and income
approaches are the easiest for appraisers to change.

8.10 Frequency of Updates

AVM estimates of value are based on formulas derived
from market analysis of a specific geoeconomic area
during a specified time frame. Because AVM value
estimatesrepresent trendsintimeasapplied to aspecific
property with known characteristics (physical and/or
economic), AVM providersmust update their formulas,
estimates of value, characteristics, and economic data-
bases regularly. Movements in the market and the
availability of market information should dictate the
frequency of this process.

9. AVM REPORTS

There are three general types of reports that are consid-
ered part of the AVM reporting process. They are the
detailed documentation report, the restricted use report,
and the appraiser-assisted report. In all cases, the
reports should be in compliance with the respective
portions of USPAP.

9.1 Typesof Reports

There are severa report formats associated with the
development of an AVM and the reporting of an indi-
vidual property’s estimate of value. Documentation
reports, restricted use reports, and CAMA/AAVM re-
portseach providedifferent reporting level sof appraisal
analysis within the report.

9.1.1 Documentation Report

There are several report formats associated with the
development of an AVM and the reporting of an
individual property’ s estimate of value. The develop-
ment of an AVM formulainvolvesthe analysis of the
historical market place (real estate) information in
order to create value estimates at a particular point in
time. Thismarket analysisshould comply with USPAP
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Standard 6: Mass Appraisal, Development and Re-
porting (Appraisal Foundation 2003, 46-56). There
should be a detailed report to document and support
the market analysis process and the final valuation
formula. This includes the sections of USPAP Stan-
dard Rule 6-7 (report format) and 6-8 (certification)
(Appraisal Foundation 2003, 53-55).

9.1.2 Restricted Use Report

When requesting an AVM, the client is normally not
interested in complete narrative reports as described in
Standard 2: Real Property Appraisal Reporting, or Stan-
dard 6: Mass Appraisal, Development and Reporting
(Appraisal Foundation 2003, 21-31, 46-56). AVM
clientswant quick standardized indicators of value, that
may be retrieved from the AVM systems by support
personnel without professional real estate training or
knowledge. Thisincludesthegeneral public, which may
beinterested in anindication of valuefor propertiesthat
they already know, such as property owners who
request an AVM to check the current market value
before making various economic decisions. This re-
quires a restricted use report that is limited to the
immediate intended user (client) of the AVM report.
These restricted use reports are typically limited to
generally acceptable property identification such as
street address, indication of value, some basic prop-
erty descriptive characteristics, known additional
indicators of value (such as last sale price/date and
property tax assessment), and report date. There
may be additional qualification and limiting condi-
tions information as described in USPAP Standard
6—7 (mass appraisal report) (Appraisal Foundation
2003, 53-55) that is not of general interest to the
intended user. These restricted reports are generally
one to a few pages in length. These are the reports
referred to in USPAP AO-18, Use of an Automated
Valuation Model (AVM) (Appraisal Foundation 2003,
180-187), which states that the output of an AVM is
not, by itself, an appraisal. These restricted use
reports are simply the application of an AVM model
formulato an individual property and do not contain
the supporting documentation of the appraisal pro-
cess performed to create the formula, which should
be in the documentation report.

9.1.3 CAMA or AAVM Report

A third type of report is the combination of AVM
formulas with appraisers’ review and verification of
valuations. These are sometimes called CAMA in gov-
ernment tax assessment and appraiser-assisted AVM
reports, in the commercial AVM field. This type of
report combines the most desirable parts of the AVM
(unbiased market analysisand consi stently applied model
formulas) with the most desirable parts of the field
appraiser (property inspection, local knowledge and
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experience). The AVM provider sendsthe AVM report
to the appraiser in electronic format. The appraiser
performs a desktop review or one of various levels of
inspection, as desired by the client, and corrects/con-
firmsthe AV M report and valueestimatebeforedelivery
of the appraiser’s final opinion of value to the client.

Whileall AVM reports can havetheir estimatesof value
overridden by an appraiser’s opinion of value, in most
cases, appraisersarelimitedintheir ability to changethe
comparableselections, cal culations, and variabl eadjust-
mentswithinan AVM report. AVM reportsbased onthe
traditional formats of the cost, sales comparison, and
income approaches, are the easiest for appraisers to
change or adjust at theindividual variablelevel.

9.2 Usesof AVM
AVM reports may have many uses. This standard will
only list some of the typical uses.

9.2.1 Real Estate Lenders

* Reduce time to approve real estate loan
applications

* Provide unbiased estimate of value for loan
underwriting

 Provide real estate value/scores to compliment
borrower’s credit scoring

 Standard estimates for annual review of
individual appraiser’s performance

 Quality assurance for selling pooled loans
* Review of loan portfolios

 Support for lending decisions and geographic
distribution required by the Community
Reinvestment Act

» Statistical support for litigation
 Updates current valuation of portfolio properties

 Support in purchase of loan portfolios or
lendinginstitutions

* Portfolio valuation reviews by secondary
mortgage markets and bond rating firms

o Systematic review of mortgage loan transaction
to assist in the discovery of potential fraud

9.2.2 Real Estate Professional
 Support in setting listing price

 Support in negotiation between sellers and
buyers

Central database for appraisers

Support for appraiser’s opinions of value

 Support for appraiser’s review and desktop
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appraisal assignments

 Support for appraisal consulting assignments
that involve large numbers of properties

o Statistical support for litigation

9.2.3 Government
 Planning and land use decisions

» Development of value estimates for review by
assessment staff appraisers

 Standardized estimates of value to annually
review field appraisers’ performances

 Vauation substitutes for appraisalsin ratio
study reports

 Screening of sale prices for valid market sales
transactions

 Audits of lenders by state and federal
regulators

* Assist states with standardized values to review
property assessments in school funding
formulas

* Fraud identification and prevention by
enforcement, taxation, customs, and oversight
agencies (such as GSE, HUD, IRS, Canada
Mortgage and Housing Corporation, Statistics
Canada, and state and national bank regulators)

 Fraud prosecution by comparing transactions
to standardized values

e Assist in valuation for right-of-way and
property condemnation cases

9.2.4 General Public

 Support for various business development and
economic decisions

 Assistance in determining best listing price

 Assistance in determining best offering price

Review of local government tax assessments

* Estate estimates of real estate value by
attorneys and estate administrators

AV M reportsmay be sufficient as stand-alone products, or
they may lead to a request for a more detailed appraisa
report based on the needs and usage of the intended user.
Thislistingisonly aportion of the potential usesof AVMs.
When clientsrequest AVMsfor alimited and specific use,
the AVM report will provide quality information to the
intended user quickly and inexpensively.

10. GLOSSARY
Algorithm—Computer-oriented, precisely defined set of
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stepsthat, if followed exactly, will produce a prespecified
result (for example, the solution to a problem).

Additive M odel—A model inwhichthedependent variable
isestimated by multiplying eachindependent variableby its
coefficient and adding each product to the constant.
Appraisal Emulation Model—The appraisal emulation
model (see Section 3.2.2.1 Comparable Sales Method)
follows the steps that an appraiser might follow in
forming a value estimate (although not with the same
insight or flexibility that aqualified appraiser bringstothe
assignment). The model selects “comparable sales”
using some standard criteria. It then rates those compa-
rable salesby suitability, based on the physical and sales
characteristicsof each comparable sale, by adjusting the
varying elements (much as is done on an appraisal
form); the model then calculates an estimate of value.

Automated Valuation M odel—Anautomated val uation
model (AVM) is a mathematically based computer
software program that produces an estimate of market
value based on market analysis of location, market
conditions, and real estate characteristicsfrom informa-
tion that was previously and separately collected. The
distinguishing feature of an AVM isthat it is a market
appraisal produced through mathematical modeling.
Credibility of an AVM isdependent on thedataused and
the skills of the modeler producing the AVM.

Binary (Dummy) Variable—(1) Binary variables are
gualitative dataitemsthat have only two possibilities—
yes or no (for example, corner location). (2) A variable
for which only two values are possible, such as results
from a yes-or-no question; for example, does this
building have any fireplaces? Used in some models to
separate the influence of categorical variables. Also
called a dichotomous variable or dummy variable.

Blended M odel—A blended model (seeSection8.8: Value
Reconciliation) is one where more than one modeling
technique is used in deriving the estimate of value. Typi-
cally, the technique involves running ahedonic model and
a repeat sales index. The results are then compared and
evaluated. Based on each result, the blended model reports
afinal estimate of value. In addition to the hedonic model
and repeat salesindex, many blended models also include
the results of a tax-assessed value model.

Calibration—The process of estimating the coeffi-
cientsin a mass appraisal model.

Coefficient—(1) In amathematical expression, a num-
ber or |etter preceding and multiplying another quantity.
For example, intheexpression “5X”, 5isthe coefficient
of X, and in the expression “aY”, aisthe coefficient of
Y. (2) A dimensional statistic, useful as a measure of
change or relationship.

Cluster Analysis—A datistical technique for grouping
cases (for example, properties) based on specified vari-
ables such as size, age, and construction quality. The
objectiveof cluster analysisistogenerategroupingsthat are
internaly homogeneous and highly different from one
another. Various cluster algorithms can be employed.
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Cost Approach—(1) Oneof thethree approachesto value,
the cost approach isbased on the principle of substitution—
that arational, informed purchaser would pay no more for
aproperty thanthecost of building an acceptable substitute
with like utility. The cost approach seeksto determine the
replacement cost new of an improvement minus deprecia-
tionpluslandvalue. (2) Themethod of estimating thevalue
of property by: (a) estimating the cost of construction based
on replacement or reproduction cost new, or trended
historical cost (often adjusted by a local multiplier); (b)
subtracting depreciation; and (c) adding the estimated land
value. Theland valueismost frequently determined by the
sales comparison approach.

Data Management—The human (and sometimes com-
puter) proceduresemployedtoensurethat noinformation
islost through negligent handling of recordsfrom afile,
al informationisproperly supplemented and up-to-date,
and all information is easily accessible.

Direct Market Method/Analysis—One of two formats of
the salescompari son approach to val ue (the other being the
Comparable Sales Method). In the direct market method,
the market analyst specifies and calibrates a single model
usedtoestimatemarket valuedirectly usingmultipleregres-
sion analysisor another statistical algorithm.

Economic Area—A geographic area, typicaly encom-
passing agroup of neighborhoods, defined onthebasisthat
the propertieswithinitsboundariesaremoreor lessequally
subject to aset of one or more economic forcesthat largely
determine the va ue of the propertiesin question.

Euclidean Distance Metric—A measure of distance
between two points “as the crow flies.” In property
valuation, itisusedtofindthenearest neighbor or similar
property based on an index of dissimilarity between
property location or attributes. When using multivariate
selection, the squared difference is divided by the
standard deviation of the variable so asto normalize the
differences. (Also see Minkowski Metric.)

Hedonic Model—Hedonic pricing attempts to take ob-
servations of the overall goods or services and obtain
implicit prices for the goods and services. Prices are
measuredintermsof quantity and quality. Whenvaluing
real property, the spatial attributesand property-specific
attributesarevaluedinasinglemodel. Calibration of the
attribute components is performed statistically by re-
gressing the overall price onto the characteristics.

H eter oscedasti city—Nonconstant variance; specifically,
inregression analysis, atendency for the absolute errors
toincrease (fan out) asthe dependent variableincreases.

Holdout Sample—Part of a set of data set aside for
testing the results of analysis.
Homogeneous—Possessing thequality of beingalikein
nature and therefore comparable with respect to the
partsor elements; said of dataif two or more sets of data
seem drawn from the same population; also said of data
if the data are of the sametype (that is, if counts, ranks,
and measures are not al mixed together).

Hybrid Model—Model that incorporates both additive
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and multiplicativecomponents. (Seeal so AdditiveModel,
Hedonic Model, and Multiplicative Model.)

Income Approach—One of the three approaches to
value, based on the concept that current value is the
present worth of future benefits to be derived through
income production by an asset over the remainder of its
economic life. Theincome approach uses capitalization
to convert the anticipated benefits of the ownership of
property into an estimate of present value.

Geographic Information System (Gl S)—(1) A data-
base management system used to store, retrieve,
mani pulate, analyze, and display spatial information. (2)
One type of computerized mapping system capable of
integrating spatia data (land information) and attribute
data among different layers on a base map.

Goodness-of -Fit—A statistical estimate of the amount,
and hence the importance, of errors or residuals for all
the predicted and actual values of avariable. In regres-
sion analysis, for example, goodness-of-fit indicates
how much of the variation between independent vari-
ables(property characteristics) andthedependent variable
(sales prices) is explained by the independent variables
chosen for the AVM.

Location Value Response Surface Analysis—A mass
appraisal technique that involves creating value influence
centers, computing variables to represent distances (or
transformations thereof) from such points and using the
variablesinamultipleregression or other model to capture
location influences. Implementation of the technique is
enhanced by the use of a geographic information system.
Some geographic information systems permit the value
influence centersto be displayed and measured as athree-
dimensional grid surface, the results of which can be
likewise used in calibration techniques to arrive a the
contribution of location based on the model specification.

Location Variable—A variable that seeks to measure
the contribution of locational factorstothetotal property
value, such as the distance to the nearest commercial
district or the traffic count on an adjoining street.

Market—(1) The topical area of common interest in
which buyers and sellers interact. (2) The collective
body of buyers and sellers for a particular product.

Market Analysis—A study of real estate market condi-
tions for a specific type of property.

Market Analyst—An appraiser who studies real estate
market conditions and devel ops mathematical formulas
that represent those market conditions.

Market Area—(See Economic Area.)

Market Value—Market valueisthe major focusof most
real property appraisal assignments. Both economic and
legal definitions of market value have been developed
and refined. A current economic definition agreed upon
by agenciesthat regul ate federal financial institutionsin
the United Statesis:

The most probable price (in terms of money) which
a property should bring in a competitive and open
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market under all conditionsrequisiteto afair sale, the
buyer and seller each acting prudently and knowl-
edgeably, and assuming the price is not affected by
undue stimulus. Implicit in this definition is the con-
summation of a sale as of a specified date and the
passing title from seller to buyer under conditions
whereby:

* The buyer and seller are typically motivated;

 Both parties are well informed or well advised,
and acting in what they consider to be their
best interests;

» A reasonabletimeis alowed for exposurein
the open market;

e Payment is made in terms of cash in United
States Dollars or in terms of financial
arrangements comparable thereto.

The price represents the normal consideration for the
property sold unaffected by special or creativefinancing
or sales concessions granted by anyone associated with
the sale.

Mean—A measure of centra tendency. The result of
addingall theva uesof avariableand dividing by thenumber
of values. For example, the mean of three, five, and ten, is
their sum (eighteen) divided by three, whichissix.
Median—A measure of central tendency. The value of
the middle item of an uneven number of items arranged
or arrayed according to size; the arithmetic average of
the two central items in an even number of items
similarly arranged.

Minkowski Metric—Any of afamily of possible ways of
measuring distance. Euclidean distance, a member of this
family, computes straight-line distances (asthe crow flies)
by squaring differencesinlikecoordinates, summing them,
and taking the sguare root of the sum. In mass appraisa
model building, Minkowski metricusually referstothesum
of absolute differences (not squared) in each dimension,
and resembles a “taxicab” or city block pattern. Other
aternatives are possible, including the distance as calcu-
lated only for the dimension of greatest difference, but the
city block distance is most common.

Model—(1) A representation of how something works.
(2) For purposes of appraisal, arepresentation (inwords
or an equation) that explains the relationship between
value or estimated sale price and variables representing
factors of supply and demand.

Model Specification—The formal development of a
model in astatement or equation, based on dataanalysis
and appraisal theory.

Model Calibration—The development of the adjust-
ments or coefficients from market analysis of the
variables to be used in an automated val uation model.

Multicollinearity—Correl ation among two or morevari-
ables. Inregressionanalysis, highmulticollinearity among
theindependent variablescomplicatesmodeling and will
compromise the reliability of the resulting coefficients.
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If themulticollinearity isperfect, themultipleregression
algorithms simply will not work and either an error
message may result or the software may purge one or
more of the problem variables.

Multiplicative M odel—A mathematical model inwhich
the coefficients of independent variables serve as pow-
ers (exponents) to which the independent variables are
raised, or in which independent variables themselves
serve as exponents; the results are then multiplied to
estimate the value of the dependent variable.

Multiple Regression Analysis (MRA)—A particular
statistical technique, similar to correlation, used to
analyzedatain order to predict the value of onevariable
(the dependent variable), such asmarket value, fromthe
known values of other variables (called “independent
variables’), such as lot size, number of rooms, and so
on. If only one independent variable is used, the proce-
dureiscalled simpleregressionanalysisand differsfrom
correlationanalysisonly inthat correl ation measuresthe
strength of therelationship, whereasregression predicts
the value of one variable from the value of the other.
When two or more variables are used, the procedure is
called multipleregression analysis.

Neighborhood—(1) Theenvironment of asubject prop-
erty that has adirect and immediate effect on value. (2)
A geographic area (in which there are typically fewer
than several thousand properties) defined for some
useful purpose, such as to ensure for later multiple
regression modeling that the properties are homoge-
neous and share important locational characteristics.

Neighborhood Analysis—A study of therelevant forces
that influence property values within the boundaries of
a homogeneous area.

Neural Network—Anartificial neural network (ANN)is
a collection of mathematical models that emul ate some
of the observed propertiesof biological nervoussystems
and draw ontheanal ogi esof adaptivebiological learning.
An artificial neural network has several key elements:
input, processing (calibration), and output. Other names
associated with neural networksinclude: connect-ionism,
parallel distributed processing, neuro-computing, natu-
ral intelligent systems, and machinelearning algorithms.

Outlier—An observation that hasunusual values, thet is, it
differsmarkedly fromameasureof central tendency. Some
outliers occur naturally; others are due to data errors.

Ratio Study—A study of the relationship between
appraised or assessed val ues and market values. Indica-
tors of market values may either be sales (sales ratio
study) or independent “expert” appraisas (appraisa
ratio study). Of common interest in ratio studies are the
level and uniformity of the appraisals and assessments.

Repeat Sales Analysis M odel—Repeat sales analysis
(see Section 4.4: Time Series Analysis) aggregates
changes in value and statistical means for properties
sold more than once during a specified period of time
in a given geographic area. For example, in a zip or
postal code area, estimate market-level housing price

changes. If an individual property has not been
substantially changed sinceitslast sale, thisanalysis
matches each pair of sales transactions (thus the
name “repeat sales’). The amount of appreciation
(or depreciation) is calculated from the time of the
first sale to the second and so on, providing an
estimate of the overall appreciation of that local
housing market during that time period.

The larger the number of available sales pairs, the more
statistically reliablethe estimateof overall housing price
trends will be. Because this analysisis based on identi-
fying propertieswhere more than one sale has occurred,
the challenge is to identify enough observations to
provide a meaningful index of housing values, while
keeping to as small a geographic area as possible.

A repeat sales index may also overestimate market
appreciation if the data contains pairs of salesin which
the second sal es pricereflects substantial improvements
(or other alterations) made to the property after the first
sale. On the other hand, repeat salesindices can and do
provide very useful valuation estimates in jurisdictions
wherethedataisinsufficient to support hedonic models.
In addition, they may prove to be more accurate in
tracking housing values for the houses that a hedonic
model may struggle with (especialy those subject to
extreme positive or negative influences) when a prior
sale is known on the property.

Sales Comparison—One of the three approaches to
value, the sales comparison approach estimates a
property’s value (or some other characteristic, such as
its depreciation) by reference to comparable sales.
Stepwise Regression—A kind of multiple regression
analysis in which the independent variables enter the
model, and leaveit, if appropriate, one by one according
totheir ability toimprovetheequation’ spower to predict
the value of the dependent variable.

Software—Anything that is stored electronically on a
computer is software. The storage device is hardware.
There are two general categories of software: (a) oper-
ating systemsand the utilitiesthat allow the computer to
function, and (b) applications which are programs that
allow users to work with the computer (e.g., word
processing, spreadsheets, databases, AVMSs).

Stratification—The division of a sample of observa-
tions into two or more subsets according to some
criterion or set of criteria. Such adivision may be made
to analyze disparate property types, locations, or char-
acteristics, for example.

Tax Assessed Value Modd—Tax assessed value modds
derive an esimate of vaue by examining market vaues
attributed to properties by the loca taxing authorities (see
Section 4.5 Tax Assessed Vadue Modd). Asametter of loca
law and custom, the vaues reported by the taxing authorities
often (but not dways) vary from the current market vauein
some reasonably predictable manner. For example, some
jurisdictionsrequirethetaxingauthority toreport thevadueat 25
percent of estimated market vadue. In others, vaues are re-
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assessed only onaninfrequent basis. Somejurisdictionsreport
multiple values—assessad, appraised and market vaues. By
examining locd laws and customs with respect to how thet
vaue is derived, it is often possible to provide a generd
adjustment to vaues reported by taxing authorities to better
gpproximate current market value.

Time Series Analysis—A family of techniquesthat can
be used to measure the cyclical movements, random
variations, seasonal variations, and secular trends ob-
served over a period of time.

Weighted Mean—An average in which each value is
adjusted by afactor reflecting itsrelative importancein
thewhole, beforethe values are summed and divided by
their number.

Variable—An item of observation that can assume
variousvalues, such as squarefeet, salesprices, or sales
ratios. Variables are commonly described using mea-
sures of central tendency and dispersion.
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